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 Statistical Science

 1986, Vol. 1, No. 4, 463-501

 Savage Revisited
 Glenn Shafer

 Abstract. Three decades ago L. J. Savage published The Foundations of
 Statistics, in which he argued that it is normative to make choices that
 maximize subjective expected utility. Savage based his argument on a set
 of postulates for rational behavior. Empirical research during the past three

 decades has shown that people often violate these postulates, but it is widely
 believed that this is irrelevant to Savage's argument.

 This article re-examines Savage's argument and concludes that his pos-
 tulates cannot be so thoroughly insulated from the empirical facts. The
 argument actually relies heavily on assumptions that have been empirically
 refuted. Savage's normative interpretation of subjective expected utility
 must therefore be revised.

 The revision suggested here emphasizes the constructive nature of prob-
 ability and preference. It also emphasizes the constructive nature of small
 worlds, the frameworks within which probability and utility judgments are
 made.

 According to the constructive understanding, an analysis of a decision
 problem by subjective expected utility is merely an argument, an argument
 that compares that decision problem to the decision problem of a gambler
 in a pure game of chance. This argument by analogy may or may not be
 cogent. In some cases other arguments are more cogent.

 Key words and phrases: Constructive decision theory, normative decision
 theory, subjective expected utility, subjective probability, sure thing prin-
 ciple.

 1. INTRODUCTION

 More than three decades have passed since 1954,

 when L. J. Savage published The Foundations of
 Statistics. The controversy raised by this book and

 Savage's subsequent writings is now part of the past.
 Many statisticians now use Savage's idea of personal
 probability in their practical and theoretical work, and
 most of the others have made their peace with the
 idea in one way or another. Thus the time may be ripe
 for a re-examination of Savage's argument for subjec-
 tive expected utility.

 Savage's argument begins with a -set of postulates
 for preferences among acts. Savage believed that a
 rational person's preferences should satisfy these pos-
 tulates, and he showed that these postulates imply
 that the preferences agree with a ranking by subjective
 expected utility. He concluded that it is normative to
 make choices that maximize subjective expected util-
 ity. To do otherwise is to violate a canon of rationality.

 In the 1950s and 1960s, Savage's understanding of
 subjective expected utility played an important role

 Glenn Shafer is Professor, School of Business, Univer-

 sity of Kansas, Lawrence, Kansas 66045.

 in freeing subjective probability judgment from the
 strictures of an exaggerated frequentist philosophy of
 probability. Today, however, it no longer plays this
 progressive role. The need for subjective judgment is
 now widely understood. Increasingly, the idea that
 subjective expected utility is uniquely normative plays
 only a regressive role; it obstructs the development
 and understanding of alternative tools for subjective
 judgment of probability and value.

 In this article, I shall advocate a revision of Savage's
 understanding. According to this revision, the analysis
 of a decision problem by subjective expected utility is
 merely an argument by analogy. It draws an analogy
 between that decision problem and the problem of a
 gambler who must decide how to bet in a pure game
 of chance. Sometimes such arguments are cogent;
 sometimes they are not. Sometimes other kinds of
 arguments provide a better basis for choosing among
 acts. Thus subjective expected utility is just one of
 several possible tools for constructing a decision.

 1.1 Savage's Normative Interpretation

 Savage distinguished between two interpretations
 for his postulates, an empirical interpretation and a
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 464 G. SHAFER

 normative interpretation. According to the empirical
 interpretation, people's preferences among acts gen-
 erally obey the postulates and hence agree with a
 ranking by subjective expected utility. According to
 the normative interpretation, the postulates are a
 model of rationality. They describe the preferences of
 an ideal rational person, an imaginary person whose
 behavior provides a standard or norm for the behavior
 of real people. The normative interpretation does not
 assert that the preferences of real people obey the
 postulates; it asserts only that they should.

 Savage was sympathetic to the empirical interpre-
 tation; he thought people's preferences usually come
 close to obeying the postulates (see Friedman and
 Savage, 1952; Savage, 1952, page 29; Savage, 1954,
 page 20; Savage, 1971.) But his primary emphasis,
 especially in Foundations, was on the normative
 interpretation.

 Savage's distinction between empirical and norma-
 tive interpretations was immensely influential. He was
 not quite the first to make such a distinction; Jacob
 Marschak discussed the "descriptive" and "recom-
 mendatory" aspects of expected utility in 1950. But
 Savage's forceful advocacy of the normative interpre-
 tation made the distinction widely appreciated. There
 was scarcely a hint of the distinction in the three
 editions of von Neumann and Morgenstern's Theory
 of Games and Economic Behavior (1944, 1947, 1953),
 yet it is difficult to find a discussion of expected utility
 written after 1954 that does not acknowledge the
 importance of the distinction.

 The normative interpretation has become steadily
 more important during the past three decades as psy-
 chologists have shown in more and more detail that
 the empirical interpretation is false. It has also become
 purer. Our careful look back at Savage's words will
 show us that he scarcely hid the dependence of his
 argument on what he took to be empirical facts about
 people's preferences. But today's Bayesian statisti-
 cians often contend that empirical facts are completely
 irrelevant to the normative interpretation. People
 should obey Savage's postulates, and what they
 actually do has no relevance to this imperative
 (Lindley, 1974).

 I shall argue that this is wrong. The normative
 interpretation cannot be so thoroughly insulated from
 empirical fact. Savage's argument for the normative-
 ness of his postulates cannot be made without as-
 sumptions that have empirical content, and what we
 have learned in the past three decades refutes these
 assumptions just as clearly as it refutes the forthright
 empirical interpretation of the postulates. The sensi-
 ble way to respond to what we have learned is to make
 the normative interpretation explicitly and thoroughly
 constructive. This means repudiating the claim that
 subjective expected utility provides a uniquely nor-

 mative way of constructing decisions. It may also
 mean abandoning the word normative in favor of
 constructive and other less contentious terms.

 1.2 The Existence and Construction
 of Preferences

 Just what are the assumptions with empirical con-
 tent that underlie Savage's argument for the norma-
 tiveness of subjective expected utility?

 There are at least two. First, the assumption that a
 person always has well-defined preferences in those
 settings where the postulates are applied. Second, the
 assumption that a setting can be found that permits a
 disentanglement of belief and value.

 In order to understand the role of the first assump-
 tion in Savage's argument, consider his treatment of
 the idea that preferences should be transitive. Tran-
 sitivity seems inherent in the idea of preference;
 I would be using words oddly if I were to say that I

 prefer f to g, g to h, and h to f. It would be unreasonable,
 prima facie, for me to insist on using words so oddly.
 In this sense, transitivity is normative. But Savage
 went a step further; he declared that it is always
 normative to have transitive preferences among f, g,
 and h. This further step is justified if we make the
 assumption that a person does have preferences
 among f, g, and h, for then we are merely saying that
 these preferences, that the person does have, should
 be transitive. But the further step is not justified if
 the person does not necessarily already have prefer-
 ences among f, g, and h. For in this case, we are saying
 that the person should construct such preferences
 regardless of how difficult this might be, regardless of
 how useful it might be, and regardless of what other
 ways the person might have of spending his or her
 time.

 Psychologists have found that people are usually
 willing to comply with requests that they choose
 among options. So how can I claim that the assump-
 tion that a person always has preferences is counter
 to the facts?

 Let us reflect on what we need in order to say that
 an object has a certain property. We need a method
 or methods of measurement, and we need an empirical
 invariance in the results of applying these methods.
 We are entitled to say that a table has a certain length
 because we have methods of measuring this length
 and because we get about the same answer from dif-
 ferent methods and on different occasions.

 In the case of people's preferences, we have methods
 of measurement. There are questions we can ask. But
 do we find the requisite empirical invariance? In gen-
 eral, we do not. Trite as this may be, it is the most
 fundamental result of three decades of empirical in-
 vestigation. The preferences people express are unsta-
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 ble (Fischhoff, Slovic, and Lichtenstein, 1980). They
 depend on the questions asked. A person's choice
 between f and g may depend on whether the conver-
 sation includes consideration of h or k (Tversky,
 1972). It may also depend on substantively irrelevant
 aspects of the descriptions of the options, even when
 these options are treahted evenhandedly (Tversky and
 Kahneman, 1986).

 Savage's second assumption with empirical content,
 the disentanglement of belief and value, is more subtle.
 The domains of belief and value can be conceptually
 disentangled for the gambler in a pure game of chance.
 The gambler has beliefs about the outcome of the
 game, and he puts values on the different amounts of
 money he can win from the game. These two domains
 are initially separate; they are linked only by the
 gambler's choice of bets. When we analyze a decision
 problem by subjective expected utility, we are either
 assuming or deciding on a similar disentanglement.
 The assumption has empirical content, and the deci-
 sion may or may not be one that we want to make.
 I shall argue that the empirical facts do not support
 the assumption.

 The assumption that a person always has well-
 defined preferences is explicit in Savage's first postu-
 late. We will study this postulate in detail in Section
 3. The assumption that a person can frame a decision
 problem so as to disentangle judgments of value from
 judgments of probability underlies the second, third,
 and fourth postulates. We will study these postulates
 in Section 4.

 1.3 The Car Radio

 Before we plunge into the technicalities of Savage's

 postulates, let us think, about a more general ingredi-
 ent of his argument: the idea that preferences can be
 treated as errors. Savage believed that the normative
 force of his postulates is such that if a person discovers
 that his or her preferences violate the postulates, he
 or she will think of the violation as an error and will
 change some or all of the preferences so as to correct
 this error. Here is a simple story he used to illustrate
 this idea of treating a preference as an error to be
 corrected:

 A man buying a car for $2134.56 is tempted

 to order it with a radio installed, which will bring
 the total price to $2228.41, feeling that the differ-
 ence is trifling. But when he reflects that, if he
 already had the car, he certainly would not spend
 $93.85 for a radio for it, he realizes that he has
 made an error.

 Foundations, page 103
 How does the constructive attitude that I am advocat-
 ing apply to this story?

 From the constructive viewpoint, this story is sim-
 ply an example of the empirical fact that preferences

 are not invariant with respect to the method of meas-
 urement. The man has asked himself in two different
 ways what value he puts on a car radio, and he has
 received two different answers. This means that he
 does not really have a well-defined preference between
 the car radio and $93.85. His task is to construct such
 a preference.

 Savage's way of resolving the story suggests that
 the second question the man asks himself is the right
 one. When he asks himself directly whether the radio
 is worth $93.85, he finds that it is not, and this tells
 him that his initial inclination to pay $93.85 more to
 have the radio in the car was an error.

 But it is equally open to the man to decide that he
 likes the first question best. He may decide that it is
 in the context of buying a car that he best faces up to
 the value he is willing to place on the amenities in the
 car, and that the discomfort he would feel in paying
 $93.85 just for a radio causes him to unreasonably
 undervalue the amenity provided by the radio when
 he considers it in isolation. In this case, he might call
 his feeling that he would not pay $93.85 for the radio
 the error.

 The word error is inappropriate here. It suggests
 that the man's true preference is well-defined before
 he deliberates and that he just needs to ask himself
 the right question in order to find out this true pref-
 erence; other questions may produce errors. From our
 constructive viewpoint, we see quite a different pic-
 ture. The man does not really have a true preference,
 and he is looking to various arguments (including
 those provided by the salesman) in an effort to con-
 struct one.

 These considerations involve, perhaps, only a shal-
 low challenge to Savage's viewpoint. I am merely
 criticizing his casual use of the word error. So let us
 move to higher ground and ask what is normative in
 this man's situation.

 There is an obvious response. The man has given
 inconsistent answers to the two questions, and it is
 normative for him to resolve this inconsistency. It is
 normative for him to have a clear preference between
 the radio and $93.85, so that he can henceforth answer
 the two questions consistently.

 There is a sense in which this is correct. The man
 has to decide whether to pay extra for the radio or
 not. But it is important to recognize that this is a
 contingent necessity. It results not from logic but from
 the fact that the car is available with the radio in-
 stalled and the salesman has asked him whether he
 wants it that way. Were it unavailable, the man might
 have something better to do than to construct a pref-
 erence between the radio and $93.85.

 In a final attempt to find a role for the word nor-
 mative in this story, one might suggest that if the man
 must decide whether to pay extra for the radio, then
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 it is normative for him to ask both questions and to
 reflect on the inconsistency of the answers before

 taking action. It is normative to look at a decision
 from all points of view, one might argue, precisely

 because one's true preference is not well-defined. If
 we recognize the fuzziness of our preferences and ask
 ourselves about bur preferences in many different
 ways, then we will be likely to make better decisions

 than if we act on our answer to the first question we
 ask ourselves.

 Even here, however, normative is too strong. It is

 normative, perhaps, to deliberate carefully. But this
 says very little. It is never possible to look at a decision
 from all points of view. And whether and in what
 sense a decision will be improved by consideration of
 any particular additional way of asking oneself about
 one's preference may be an open question. Having
 asked himself whether the radio is worth the extra

 money, the man may or may not improve his deliber-
 ation by asking himself whether he would pay that
 much for the radio if he already had the car.

 Our discussion of Savage's postulates will involve
 issues similar to those raised by this simple story.

 1.4 Outline

 In Section 2, I review the mathematical formulation
 of Savage's theory. I also discuss the significance of
 Savage's representation theorem and the ways in
 which Savage's perspective on subjective expected

 utility differed from a constructive perspective.
 Then, in Sections 3 and 4, 1 look in detail at Savage's

 postulates, at the criticisms other authors have made
 of them, and at their constructive significance. Section
 3 is devoted to the first postulate, the requirement
 that acts be completely ranked in preference. This is
 the simplest and most important of the postulates.
 Section 4 is devoted to the second, third, and fourth
 postulates, which formalize the idea that belief and
 value can be disentangled in all decision problems as

 they can be in a gambler's decision problem.
 In Section 5, I study Savage's problem of small

 worlds, contrasting his treatment of this problem with
 a more constructive treatment. A small world consists

 of the possible states of the world and the possible
 consequences that a person considers when he or she
 analyzes a decision problem. States of the world and
 consequences must necessarily be described at some
 fixed and therefore limited level of detail; hence the
 adjective small. A person can always consider a more
 refined small world, one with more detailed and hence
 more numerous descriptions of the possibilities. The
 problem of small worlds is that an analysis using one
 small world may fail to agree with an analysis using a
 more refined small world. From the constructive view-
 point, this is merely one aspect of the lack of invari-
 ance of preference; the preferences we construct may

 depend on which questions we ask ourselves, and
 hence the selection of questions is an essential part of
 the construction. Since he implicitly assumed the pre-
 existence of well-defined preferences, Savage found
 the problem of small worlds more mysterious than
 this. In fact, Savage's treatment of the problem can
 serve as a demonstration of how far from a construc-
 tive perspective he was.

 2. SAVAGE'S THEORY

 This section reviews the mathematical formulation
 of Savage's theory. I review what Savage meant by a
 small world. I state Savage's seven postulates in a
 form slightly different from the form in which he gave
 them in Foundations. Then I discuss the representa-
 tion theorem that Savage deduced from these postu-
 lates, its significance from Savage's point of view, and
 its significance from a more constructive point of view.

 2.1 Small Worlds

 Suppose I must choose an act from a set Fo of
 possible acts, and suppose the consequences of these
 acts are uncertain. How might I choose?

 Savage suggested that I begin by spelling out the
 possibilities for those present and future aspects of
 my situation which will be unaffected by my choice of
 an act but which, together with this choice, will deter-
 mine the personal consequences that I want to take
 into account.

 Let S denote the set of these possibilities. More
 concretely, suppose S is a set of written descriptions.
 Each element s of S describes one way the unknowns
 in my situation might turn out, in enough detail to

 determine the relevant consequences of each act. Let
 us also suppose that the elements of S are mutually
 exclusive and collectively exhaustive. One and only
 one of these elements describes my situation correctly.
 We may call each element of S a possible state of the
 world.

 Let C denote the set of the consequences. Again, we
 may be more concrete by supposing that C is a set of
 written descriptions; each element c of C describes one
 way the personal consequences of my choice of an act
 might turn out. Let us suppose that the elements of C
 are mutually exclusive and collectively exhaustive; one
 and only one of these elements describes what will
 actually happen to me. For each element s in S and
 each act f in Fo, let f(s) denote the element of C that
 correctly describes the personal consequences of the
 act f if s correctly describes my situation. As the
 notation indicates, each act in Fo determines a map-
 ping from S to C.

 Savage called the pair (S, c) a small world.
 On pages 13 to 15 of Foundations, Savage formulates

 a small world for a man who must decide whether to
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 TABLE 1

 Savage's small world

 State
 Act

 Good Rotten

 Break into bowl Sib-egg omelet No omelet and five
 good eggs

 destroyed

 Break into Six-egg omelet and Five-egg omelet and

 saucer a saucer to wash a saucer to wash
 Throw away Five-egg omelet and Five-egg omelet

 one good egg

 destroyed

 break a sixth egg into a bowl of five eggs before making
 an omelet. This is the only small world that Savage
 completely spelled out in Foundations, and it will serve
 to illustrate some points that we will encounter later.

 The man is considering three possible acts:

 {break the egg into the bowl]
 Fo = break the egg into a saucer

 throw the egg away J

 Savage describes the man's situation in terms of a
 small world (S, C), where S consists of two states of
 the world, and C consists of six possible consequences.
 The states of the world simply specify whether the
 sixth egg is good:

 S_ Jthe sixth egg is good
 tthe sixth egg is rottenJ-

 The consequences specify how large an omelet the
 man gets in the end, whether he destroys one or more
 good eggs, and whether he has an extra saucer to wash.
 Table 1, taken from page 14 of Foundations, spells out
 how the three acts in Fo map S to C. The act "break
 the egg into the bowl," for example, maps "the sixth
 egg is good" to "six-egg omelet" and maps "the sixth
 egg is rotten" to "no omelet, and five good eggs
 destroyed."

 Savage used this example to illustrate the idea that
 a person's choice between the acts in Fo might depend
 only on which of the consequences in C may befall
 him. Indeed it might, but do we have any right to
 demand this? If the man dislikes throwing eggs away
 without knowing they are rotten, and if he claims the
 dislike attaches to the act in itself, not just to the
 misfortune that results if the eggs are not rotten, do
 we have reason to fault him? We will return to such
 questions in Section 4.

 2.2 The Postulates

 Savage's postulates can be stated in a number of
 equivalent ways. The statement given here is strongly
 influenced by Fishburn (1981, pages 160 and 161). In
 order to facilitate the later discussion, I give each

 postulate a title as well as a number; these titles are
 mine, not Savage's or Fishburn's.

 Consider a small world (S, C) for a set Fo of possible
 acts. As we have noted, the relation between Fo and
 (S, C) can be expressed by saying that each act f in Fo
 determines a mapping from S to C; the mapping that
 maps the state s to the consequence f(s). If we are
 content not to distinguish between two acts that have
 the same consequences, then it is convenient for the
 abstract theory to identify the act f with this mapping
 from S to C. The set Fo then becomes simply a set of
 mappings. Usually, however, Fo will not include all
 mappings from S to C.

 Let F denote the set of all mappings from S to C. It
 is convenient to call all the elements of F acts; we may
 call the elements of Fo concrete acts, and we may call
 the elements of F that are not in Fo imaginary acts.

 Savage's first postulate says that his rational person
 has ranked in preference all the acts in F, concrete
 and imaginary:

 P1. The existence of a complete ranking. All the
 acts in F are ranked in preference, except
 that the person may be perfectly indifferent
 between some acts. More precisely: (i) The
 binary relation > on F is irreflexive and
 transitive, where "f > g" means that the per-
 son prefers f to g. (ii) The binary relation #
 on F is transitive, where "f#g" means that
 neither f > g nor g > f.

 (When we say that > is irreflexive, we mean that
 f > g and g > f cannot both hold; in particular, f > f
 cannot hold. When we say that > is transitive, we
 mean that if f > g and g > h, then f > h.) The
 irreflexivity and transitivity of > make precise the
 idea of a ranking. The transitivity of # makes precise
 the idea that if neither f > g nor g > f, then the person
 is perfectly indifferent between f and g. Indeed, since
 f#f for all f and since f#g implies g#f, imposing the
 further condition that # be transitive amounts to
 requiring that # be an equivalence relation. Thus, the
 postulate says that F can be divided into equivalence
 classes, and these equivalence classes can be ranked
 so that the person prefers acts in equivalence classes
 higher in the ranking and is indifferent between acts
 in the same equivalence class.

 For each act f in F and each subset A of S, we let fA
 denote the restriction of the mapping f to the set A.
 We call a subset A of S null if f#g whenever f and g
 are elements of F such that fAc = gAc, where Ac denotes
 the complement of A. This condition says that the
 person's preferences among acts are not influenced by
 the consequences they have for states in A; we call A
 null in this case on the presumption that the person's
 indifference toward A indicates a conviction that the
 true state of the world is not in A.

 Given a subset A of S and two mappings p and q
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 from A to C, let us write p > q if f > g for every pair f
 and g of mappings in F such that fA = p, gA = q, and
 fAc = gAc.

 Given a consequence c in C, let [c] denote the act in
 F that maps all s in S to c. Let us call such an act a
 constant act.

 These definitions and conventions allow us to state
 Savage's remaining postulates as follows:

 P2. The independence postulate. If f > g and

 fAc = gAc, then/A > gA.
 P3. Value can be purged of belief. If A is not null,

 then [c]A> [d]A if and only if [c] > [d].
 P4. Belief can be discovered from preference.

 Suppose [c] > [d], f is equal to c -on A and d
 on A', and g is equal to c on B and d on BC.
 Suppose similarly that [c'] > [d'], f ' is equal
 to c' on A and d' onAc, andg' is equal to c'
 on B and d' on BC. Then f> g if and only if

 f' >g'.
 P5. The nontriviality condition. There exists at

 least one pair of acts in F, say f and g, such
 that f > g.

 P6. The continuity condition. If f > g, then for
 every element c of C there is a finite partition
 of S such that f (or g or both) can be changed
 to equal c on any single element of the par-
 tition without changing the preference.

 P7. The dominance condition. If fA > gA, then

 fA > [g(s)]A for some s in A, and [f(s)]A > gA
 for some s in A.

 These postulates imply that the person's prefer-
 ences among acts can be represented by subjective
 expected utility. That is to say, they imply the
 existence of a probability measure P on S and a real-
 valued function U on C such that f > g if and only if
 E(U( f)) > E( U(g)), where the expectations are taken
 with respect to P.

 The last three postulates play a relatively technical
 role in Savage's theory. The nontriviality condition is
 not needed to prove the representation theorem; it
 merely assures that the representation is not trivial.
 The continuity condition is a simplifying or structural
 assumption; it implies that U is bounded (Fishburn,
 1q70, page 206). The dominance condition is not
 needed for the representation theorem in the case of
 acts that take only finitely many values in C. I will
 not discuss these three postulates further in this
 article.

 The first four postulates do play significant sub-
 stantive roles, and I will discuss them in detail, the
 first postulate in Section 3 and the other four in
 Section 4.

 2.3 The Representation Theorem

 Whenever we construct probabilities and utilities
 and use them to construct a preference ranking for

 acts, the resulting preferences will satisfy the first four
 of Savage's postulates. These postulates should there-
 fore be of interest to anyone who takes the construc-
 tive view that I set forth in Section 1. They help us
 understand the limitations of this particular way of
 constructing a decision. But why should anyone be
 interested in Savage's representation theorem, which
 goes in the opposite direction, from preferences to
 probabilities and utilities?

 The representation theorem would be of interest to
 the constructive view if preferences between acts were
 a starting point for construction. If, without first
 constructing probabilities and utilities, a person could
 state extensive definite preferences satisfying Savage's
 postulates, then we could use Savage's representation
 theorem to find probabilities and utilities that would
 summarize those preferences. Even if the person could
 only state extensive definite preferences that nearly
 satisfy the postulates, we might be able to find prob-
 abilities and utilities that nearly summarize those
 preferences, and the person might gain a clearer self-
 conception by adjusting his preferences so that they
 fit these probabilities and utilities exactly and hence,
 incidentally, satisfy the postulates.

 Although Savage did not use the word construction
 in connection with probability and utility, he did think
 that preferences are the proper starting point for the
 investigation of a real person's beliefs and values. He
 thought, for example, that the most effective way to
 find out about a person's probability for an event is to
 ask him to choose between bets on the event (Savage,
 1971). He thought that a person could, for the most
 part, express definite preferences between hypotheti-
 cal acts, and he thought that these preferences would
 be in close enough accord with his postulates that they
 could be used to deduce probabilities and utilities
 (Foundations, page 28).

 Was Savage right? Do real people, when they have
 not deliberately constructed probabilities and utilities
 for a given problem, always have preferences that are
 sufficiently definite and detailed, and accord well
 enough with Savage's postulates, that they determine
 such probabilities and utilities? This is an empirical
 question, and the empirical studies I have already cited
 suffice to establish that it must be answered in the
 negative.

 I conclude that Savage's representation theorem is
 not a constructive tool. In this article I will argue that
 it is almost always more sensible to construct prefer-
 ences from judgments of probability and value than
 to try to work backward from choices between hypo-
 thetical acts to judgments of probability and value.
 Probabilities should be constructed by examining
 evidence, not by examining one's attitudes toward
 bets. Utilities are too delicate to be deduced from
 hypothetical choices; they must be deliberately

 adopted.
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 3. THE CONSTRUCTIVE NATURE
 OF PREFERENCE

 In this section, we will study Savage's first postu-
 late, which demands that people rank acts in prefer-
 ence. As I have already argued, this demand depends
 prima facie on the claim that they do have fairly well-
 defined preferences between most pairs of acts. If
 people do have such preferences, then saying they
 should have a complete preference ranking amounts
 only to saying that they should straighten out some
 inconsistencies and fill in some minor hiatuses, and
 this may be reasonable. But if they do not have all
 these preferences, then it is hard to see why construct-
 ing them would necessarily be the best way for them
 to spend their time.

 In fact, people generally do not have ready-made
 preferences. When asked to make choices, they look
 for arguments on which to base these choices. The
 ways in which the alternatives are described can sug-
 gest arguments and therefore influence these choices.
 This means that people's choices in response to one
 query may be inconsistent with their choices in re-
 sponse to another query, but this weak kind of incon-
 sistency is inescapable for rational beings who base
 their choices on arguments.

 Before developing these points in greater detail,
 let us look more closely at the meaning of the first

 postulate.

 3.1 Indecision and Indifference

 The very meaning of preference seems to involve
 transitivity: if f is preferred to g and g is preferred to
 h, then f is preferred to h. It is reasonable, therefore,
 to say that a person who constructs intransitive pref-
 erences is being inconsistent. Savage's first postulate
 demands more, however, than the transitivity of pref-
 erences. It also demands transitivity for the binary
 relation #, which corresponds to lack of preference. Is
 transitivity involved in the very meaning of lack of
 preference?

 We will be able to understand the significance of
 transitivity for # more clearly if we formally distin-
 guish between indecision and indifference. Given a
 person with a transitive and irreflexive preference
 relation > on F, let us say that the person is undecided
 between f and g if neither f > g nor g > f. And let us
 say that he is indifferent between f and g only if in
 addition to being undecided between them he is also
 willing to substitute one for the other in any other
 preference relation. (More precisely, f > h if and only
 if g > h, and h > f if and only if h > g.) With this
 vocabulary established, the significance of transitivity
 for # is easily stated: # is transitive if and only if the
 person is indifferent between every pair of acts
 between which he is undecided.

 The demand that a person should be indifferent

 whenever he is undecided does not seem very reason-
 able. The person might be undecided between two acts
 because he feels he lacks the evidence needed for a
 wise choice, because he feels the choice depends on
 more fundamental choices or value judgments not yet
 made, or simply because he feels the choice is one he
 does not need to make. Indifference says much more.

 For the constructive view, indecision is the starting
 point. Before we start to work constructing prefer-
 ences, we may be undecided between all pairs of acts.
 We may not even have thought of all the possible acts.
 But this does not mean we are indifferent. As we
 construct preferences, we eliminate some indecision.
 In the end we may eliminate all indecision; we may,
 that is to say, rank all acts in a strict order of prefer-
 ence. Or we may, as the postulate suggests, reduce all
 indecision to indifference, by establishing a ranking
 of equivalence classes of acts. But Savage has given
 us no reason why we should feel compelled to carry
 our elimination of indecision so far. In general, the
 practical problem will be to choose one act. Why is it
 normative to go further and rank all acts?

 These points were not overlooked by Savage's early
 critics. The main points were made quite well by
 Anscombe (1956), Aumann (1962, 1964), and Wolfo-
 witz (1962). Anscombe and Wolfowitz were primarily
 concerned with statistical problems. Citing the prob-
 lem of choosing a statistical model, Anscombe made
 the point that we sometimes cannot even list all the
 possible choices that are open to use, let alone rank
 them. Wolfowitz made the point that in a practical
 problem of choice, there is a practical need to choose
 a single act to perform, but no practical need to rank
 all the other acts. He suggested that the unreason-
 ableness of Savage's demand that a person rank all
 acts could be illustrated by

 ... a homely example of the sort which Professor
 Savage uses frequently and effectively: When a
 man marries he presumably chooses, from among
 possible women, that one whom he likes best.
 Need he necessarily be able also to order the
 others in order of preference?

 Wolfowitz, 1962, page 476
 If we were to assume that a man or woman, when
 thinking about marriage, begins with well-defined
 preferences between every pair of possible spouses,
 then it would be reasonable to ask that these prefer-
 ences be transitive. But there are no grounds for this
 assumption. And there is also no compelling reason
 for the person to try to construct such a ranking.

 The distinction between indecision and indifference
 is not as clear as it might be in Savage's own discussion
 of his first postulate, primarily because he expressed
 the postulate in terms of the relation "is not preferred
 to." We say that f is not preferred to g, or f c g, if and
 only if / > g does not hold. Savage imposed two
 conditions on c: (i) for any pair of acts f and g,

This content downloaded from 
�������������147.26.36.139 on Thu, 01 Jul 2021 22:41:13 UTC������������� 

All use subject to https://about.jstor.org/terms



 470 G. SHAFER

 at least one of the relations f c g or g c f holds, and
 (ii) c is transitive. It is obvious that (i) is equivalent
 to > being irreflexive. It is also true, but not so obvious,
 that (ii) is equivalent to both > and # being transitive.

 3.2 Where Should We Put Our Effort?

 In response to Wolfowitz's point, that it is unnec-
 essary to rank alternatives we are not going to choose,
 some readers will point out that the exercise of con-
 structing such a ranking may help us better under-
 stand values that we do have. Indeed it may. But is
 there any reason to suppose that it will always do so?
 And is there any reason to suppose that this exercise
 is always the best way we can use our time?

 Instead of trying to rank in order all the men she
 dislikes, a woman might better spend her time learning
 more about the man she favors. Or perhaps she should
 spend her time exploring her possibilities in terms of
 a more detailed small world, one that relates her
 possible choice of a husband to other choices.

 In my view, we can never say that it is normative
 for a person to construct a complete preference rank-
 ing of the acts in a given small world, because we can
 never be certain that this is the best way for the
 person to spend his or her time. It may be better to
 spend this time looking for further evidence. It may
 be better to spend it trying to invent other small
 worlds that provide more convincing frameworks for
 probability and value judgment. Or it may be time to
 put an end to deliberation and get on with one's life.

 3.3 The Empirical Claim

 Savage acknowledged the possibility of distinguish-
 ing between indecision and indifference in the follow-
 ing words:

 There is some temptation to explore the possi-
 bilities of analyzing preference among acts as a
 partial ordering, that is, in effect to replace [the
 requirement that f c g or g c f ] by the very weak
 proposition f c f, admitting that some pairs of
 acts are incomparable. This would seem to give
 expression to introspective sensations of indeci-
 sion or vacillation, which we may be reluctant to
 identify with indifference. My own conjecture is
 that it would prove a blind alley losing much in
 power and advancing little, if at all, in realism;
 but only an enthusiastic exploration could shed
 real light on the question.

 Foundations, page 21

 This admirably undogmatic statement comes at the
 end of a passage in which Savage explains that it is
 the normative rather than the empirical interpretation
 of his postulates that has direct relevance to his ar-
 gument. Yet comments about realism and introspec-
 five sensations of indecision are clearly comments

 about empirical facts, not about what is merely nor-
 mative. We may take this passage as a concession that
 the normative interpretation has empirical content.

 My contention that Savage based his normative
 interpretation on the assumption that his first postu-
 late has substantial empirical validity is supported by
 his article on the elicitation of probabilities and ex-
 pectations (Savage, 1971), where he asserts that a real
 person is approximately like a homo economicus, who
 does have ready-made preferences among gambles.
 Moreover, Savage repeatedly said that the way to use
 his theory is to search for intransitivities and other
 inconsistencies in one's preferences and then revise
 these preferences to eliminate the inconsistencies (see,
 e.g., Savage, 1967, page 309).

 3.4 Constant and Other Imaginary Acts

 Some scholars who have been sympathetic with
 Savage's viewpoint and have accepted the idea that a
 person should have a complete preference ranking for
 concrete acts have nonetheless balked at the idea that
 the person should have a complete preference ranking
 for imaginary acts. They have been especially con-
 cerned about constant acts, acts that map all states of
 nature to a single consequence. Constant acts play a
 prominent role in the postulates (postulates P3, P4,
 and P7 all involve constant acts), but in most small
 worlds, they are imaginary. Not only that, they are
 often hard to imagine. It is often hard, that is to say,
 to imagine performing an act that would result in the
 consequence c no matter what. And it seems unlikely
 that people will have in hand preferences between acts
 that they have not even imagined performing (see
 Fishburn, 1970; Luce and Krantz, 1971; Pratt, 1974;
 Richter, 1975).

 Savage never published a response to this concern,
 but his private response, as reported by Fishburn
 (1981), had a constructive flavor. He saw no reason
 why a person could not think about patterns of
 consequences corresponding to imaginary acts and
 formulate preferences between such patterns.

 I agree with Savage on this point. In order to con-
 struct a preference between one pattern of conse-
 quences and another, it is not necessary that a person
 should have available a concrete act that produces this
 pattern, or even that the person should be able to
 imagine such an act. It makes as much sense for a
 woman to try to decide which of two men she would
 prefer as a husband in the case where neither is willing
 as it does in the case where both are willing but she
 prefers to marry neither. And as long as she is day-
 dreaming, she might as well also compare these men
 to imaginary constant husbands, husbands whose
 qualities and contributions to her life are unaffected
 by her uncertainties about the state of the world.
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 The scholars who raised the problem of constant
 acts were identifying an important and valid criticism,
 however, of the empirical content of Savage's first
 postulate. While it might be plausible that people have
 fairly well-defined preferences among the acts avail-
 able to them, at least in cases where these acts have

 been present to their imagination for some time, it is
 less plausible that they have formed such preferences
 among abstract acts that do not correspond to choices
 they have thought about.

 We will gain some further insight into the problem
 of imaginary acts when we study the refinement of
 small worlds in Section 5.2.

 3.5 The Empirical Evidence

 I contend that Savage's first postulate does not have
 the degree of empirical validity that it would need in
 order to be normative. What are the facts? Since 1954
 we have accumulated an immense amount of empirical
 evidence about people's preferences (see, for example,
 Kahneman, Slovic, and Tversky, 1982; Schoemaker,
 1982). Does this evidence show that people always
 have preferences that are sufficiently definite and

 extensive that it is reasonable to adjust them so they
 will satisfy the first postulate perfectly? Or does it
 show instead that people's preferences are often so
 fragmentary that there may be better uses of the time
 and effort needed to make them satisfy it?

 This empirical evidence is itself subject to interpre-
 tation, of course. It is easy to find people that are

 willing to participate in experiments where they are
 required to make many choices, and at first it seems
 harmless to say that these choices really are their
 preferences at the time they are announced. This
 might lead us to agree that people have very extensive
 preferences. When we then find that these preferences
 are intransitive and even flatly inconsistent, we are
 tempted to conclude that it is indeed normative to fix
 them up so they will be consistent and transitive. But
 as I pointed out in Section 1.2, the preferences a
 person expresses often lack the invariance needed to
 establish them as properties of the person. When we
 see the extent to which an experimenter influences
 choices by the way in which he describes alternatives,
 we realize that the preferences expressed may be more
 a property of the experiment than a property of the
 person expressing them.

 Let us look at this issue more closely, considering
 first the claim that people have inconsistent prefer-
 ences, and then the claim that they have intransitive
 preferences.

 Inconsistent Preferences. Consider the following ex-
 periment reported by Tversky and Kahneman (1986).

 In the first part of the experiment, participants were
 asked to choose between two lotteries, A and B. In

 both lotteries, one randomly draws a marble from a
 box and wins or loses a sum of money which depends
 on the color drawn. The percentages of marbles of the
 different colors and the corresponding gains and losses
 are given in Table 2. All the participants in the exper-
 iment chose lottery B, presumably because they no-
 ticed that it gives a better outcome no matter what
 ball is drawn.

 In the second part of the experiment, participants
 were asked to choose between lotteries C and D given
 in Table 3. The probability distribution of outcomes
 is the same for C as for A, and the same for D as for
 B. So from an abstract point of view, the choice
 between C and D is the same as the choice between A
 and B. We can say that B is better than A because the
 probability distribution of outcomes for B stochasti-
 cally dominates that for A, and D is better than C for
 exactly the same reason. But the stochastic dominance
 is not so easy to see when one is comparing C and D
 as it is when one is comparing A and B. A majority of
 the participants in the experiment apparently failed
 to see it, because they chose C over D.

 As this experiment demonstrates, the preferences
 people express between two probability distributions
 of gains depend on how the distributions are described.
 We can express this, if we wish, by saying that people
 have inconsistent preferences. But it is fairer to say
 that they do not have any fixed preferences at all.
 They do not have ready-made answers to the questions
 asked. Asked to make a choice, they look for argu-
 ments. Stochastic dominance is a very convincing
 argument, if you see it. If you do not see it, then you
 look for other arguments.

 Another remarkable experiment is reported by
 Tversky and Kahneman (1981). In this experiment,
 people are told that the United States is preparing for
 the outbreak of an unusual Asian disease, which is

 TABLE 2

 A choice between lotteries

 Lottery White Red Green Blue Yellow

 A 90% 6% 1% 1% 2%

 $0 Win $45 Win $30 Lose $15 Lose $15
 B 90% 6% 1% 1% 2%

 $0 Win $45 Win $45 Lose $10 Lose $15

 TABLE 3

 Another choice between lotteries

 Lottery White Red Green Yellow

 c 90% 6% 1% 3%
 $0 Win $45 Win $30 Lose $15

 D 90% 7% 1% 2%

 $0 Win $45 Lose $10 Lose $15

This content downloaded from 
�������������147.26.36.139 on Thu, 01 Jul 2021 22:41:13 UTC������������� 

All use subject to https://about.jstor.org/terms



 472 G. SHAFER

 expected to kill 600 people in the absence of any
 preventive program, and they are asked to choose
 between two alternative preventive programs. In one
 case, the possible consequences of the two programs
 are described as follows:

 If Program A is adopted, 200 people will be saved.
 If Program B is adopted, there is 1/3 probability
 that 600 people will be saved, and 2/3 probability
 that no people will be saved.

 In the other case, they are described as follows:
 If Program A is adopted, 400 people will die.
 If Program B is adopted, there is 1/3 probability
 that nobody will die, and 2/3 probability that 600

 people will die.
 The two sets of descriptions are equivalent; 200 people

 being saved is the same as 400 dying. People choose
 differently, however, depending on which description
 is used. In the case of the first description, a large
 majority of people in the experiment chose Program
 A, while in the case of the second description a large
 majority chose Program B. Apparently the first de-
 scription encourages people to argue in favor of the
 program that will at least be sure to save some of the

 people, while the second description encourages them

 to argue in favor of the program that may result in no
 deaths at all. Similar results, indicating risk aversion
 when problems are framed in terms of gains and risk
 taking when problems are framed in terms of losses,
 have been obtained when the gains or losses are mod-

 est amounts of money rather than lives.
 Again, it is possible to say that people are incon-

 sistent because their choice depends on the description
 of the problem, and depends in particular on the
 experimenter's choice of a reference point. But it is
 more helpful to say that the two ways of describing
 the public health problem suggest different arguments.
 This is more helpful because it encourages us to weigh
 the two arguments against each other and to look for
 other arguments that might help us choose which
 program to adopt.

 Tversky, Kahneman, and others have used these
 and other experiments to investigate in detail the
 kinds of arguments that people do use when they make
 choices. This work is important and relevant to a
 constructive theory of decision. Here I am making
 only the elementary point that it is misleading to
 summarize these experiments by saying that people
 are inconsistent.

 Intransitive Preferences. The study of intransitive
 preferences goes back at least to Condorcet (1743-
 1794), who pointed out that a circular pattern of
 preferences can result from majority voting. Suppose,
 indeed, that Tom, Dick, and Harry want to decide
 together among three alternatives A, B, and C. They
 each rank the alternatives; Tom ranks them ABC (he
 likes A best and B second best), Dick ranks them

 BCA, and Harry ranks them CAB. If they vote on
 each pair, then A will beat B, B will beat C, and C will
 beat A.

 One might expect similar intransitive sets of pref-

 erences to be expressed by a single individual who
 scores his alternatives on several dimensions and
 chooses between any pair of alternatives by counting
 the number of dimensions that favor each element of
 the pair. Tversky (1969), building on a suggestion by
 May (1954), devised an experiment in which people
 do consistently produce such intransitivities.

 In fact, Tversky (1969, page 32) demonstrates in-
 transitivities with alternatives that differ on only two
 dimensions. Tversky considers a situation where we
 are asked to choose between candidates for a job on
 the basis of their IQ scores and their experience.
 Suppose we prefer to choose the more intelligent
 candidate, but we will choose the more experienced
 candidate if the difference in their IQ scores is negli-
 gible. Let d denote the largest difference in IQ scores
 we consider negligible, and suppose candidates A, B,
 and C have the IQ scores and experience shown in
 Table 4. Then we will choose A over B, B over C, and
 C over A.

 Transitivity is so essential to the idea of preference

 that it does seem reasonable to say that we should
 reconsider our decision rule. Perhaps instead of re-
 garding d as a negligible difference in IQ scores we
 should avoid intransitivities by choosing between can-
 didates on the basis of some weighted average of IQ
 and experience.

 If we take a thoroughly constructive view of pref-

 erence and decision, however, it is important to ask
 just how widely the decision rule is to be used-i.e.,
 just what preferences are to be constructed. If we want
 to choose one or more candidates from a pool of three
 or more, or if we want to repeatedly choose between
 pairs of candidates, then we may feel that fairness
 demands a rule that is transitive, even if somewhat
 arbitrary. But if we face only a single isolated choice,
 say a choice between candidate A and candidate B,
 then it may be a waste of time to search for a rule
 that would seem fair in a wider context.

 Here, as always, we must weigh arguments. Given
 two particular candidates for our job, we may be
 convinced by the argument that the difference in their
 IQ scores is negligible. And we may not feel that we

 TABLE 4

 A choice among three candidates

 Candidate IQ Experience

 yr

 A 100 3

 B 100 + d 2
 C 100 + 2d 1
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 have enough evidence to construct a convincing
 argument for a decision rule that uses a particular
 weighted average of IQ and experience.

 "But," the reader may insist, "doesn't it bother you

 that you are using a rule that produces intransitivities
 when it is more widely applied?" I must respond that
 I have enough to worry about as I try to find adequate

 evidence or good arguments for my particular problem.
 If I allow myself to be bothered whenever my evidence
 is inadequate for the solution of a wider problem, then
 I will always be very bothered. When you call my
 argument for choosing candidate B over candidate A
 a rule and choose other situations in which to apply
 this rule, you are choosing one out of many possible
 wider contexts in which my argument might be made.
 This is not reasonable. There are always many wider
 contexts in which a particular argument might be
 made, and it is unreasonable that the argument should
 be convincing in all of them.

 The point I am making here is simple: regarding the
 difference in IQ as negligible may be about the best
 we can do. I have made the point at length in order to
 demonstrate how well it can be made when we insist
 on talking about evidence, argument, and the con-
 struction of preference. Matters become much more
 confused when we try to make the same point using a
 vocabulary based on the fiction that we already have
 preferences and that we are just finding out what
 they are.

 4. THE CONSTRUCTIVE NATURE
 OF SMALL WORLDS

 In the small world of the gambler, value is disentan-
 gled from probability-and belief. The gambler values
 the amount of money he wins. He has beliefs about
 the outcome of the game. The two are initially quite
 distinct; they become connected only when he chooses
 a gamble. This means that the first step in construct-
 ing an argument based on subjective expected utility
 is to distinguish sharply the consequences on which
 we want to place value from the questions of fact
 about which we have evidence. We must construct
 sets C and S such that we can put utilities on the
 consequences in C without regard to our evidence
 about S, and such that we can put probabilities on the
 states in S without regard to our feelings about C.

 According to the constructive view, we may or may
 not succeed in distinguishing so sharply between a
 domain of value and a domain of belief. If we do not
 succeed, then we will have no subjective expected
 utility argument. We will have to look for other ar-
 guments on which to base our decision. According to
 Savage's normative view, on the other hand, this
 disentanglement of value and belief is essential to
 rational decision.

 The assumption that value and belief can be disen-
 tangled underlies Savage's second, third, and fourth

 postulates. In this section I contend that Savage made
 no real case for this assumption. He simply took it for

 granted.
 The second postulate, the independence postulate,

 has been the most controversial of Savage's postulates.
 Both its descriptive and normative status have been
 put in doubt by well-known examples devised by Allais
 and Ellsberg. I will review these examples and place
 myself on the side of those who do not find the
 postualte compelling.

 The third and fourth postulates have not received
 so much attention. They are sometimes said to be
 uncontroversial. But from a constructive viewpoint,

 they are more important than the independence pos-
 tulate, because they express more clearly the assump-
 tion that one's small world disentangles value from
 belief. In order to emphasize this point, I will discuss
 the third and fourth postulates first, before turning to
 the independence postulate.

 4.1 Can Value Be Purged of Belief ?

 The third postulate says that if A is not null, then

 [CIA > [d IA if and only if [c] > [d I. Recall that
 [CIA> [d ]A means that f > g whenever f and g are acts
 that agree on Ac but satisfy f(s) = c and g(s) = d for s
 in A; intuitively, this seems to mean that the person
 prefers the consequence c to the consequence d when

 his or her choice is limited to the event or situation
 A. Thus, the postulate says that if the person prefers
 c to d in general, then he or she prefers it in every
 situation A. Specializing to the case where A consists
 of a single state of the world, say A = {s}, we can say
 that the person prefers c to d in every state of the
 world s. Which state of the world is true is irrelevant
 to the preference.

 This postulate clearly expresses one aspect of the

 disentanglement of value from belief. It says that the
 question about which we have beliefs (which element
 of S is the true state of the world?) is irrelevant to our
 preferences.

 The fact that this postulate may fail to hold is
 brought out by the following example, which Savage
 gave on page 25 of Foundations:

 Before going on a picnic with friends, a person
 decides to buy a bathing suit or a tennis racket,
 not having at the moment enough money for both.
 If we call possession of the tennis racket and
 possession of the bathing suit consequences, then
 we must say that the consequences of his decision
 will be independent of where the picnic is actually
 held. If the person prefers the bathing suit, this
 decision would presumably be reversed, if he
 learned that the picnic were not going to be held
 near water.
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 Apparently the person prefers the bathing suit to the
 tennis racket only because he considers it probable
 that the picnic will be held near water. It seems
 reasonable that he should reverse his preference when
 he learns that the facts are otherwise. But this reason-
 able reversal violates the third postulate. Take A to
 be the event that the picnic is not going to be held
 near water, c to be possession of the bathing suit, and

 d to be possession of the tennis racket. The person's
 preference for the bathing suit over the tennis racket
 is indicated by the relation [c] > [d]. His preference

 for the tennis racket when he knows that the true
 state of the small world is in A is indicated by the
 relation [d IA > [CIA.

 Savage defended the postulate against this appar-
 ent counterexample as follows (again page 25 of
 Foundations):

 ... under the interpretation of "act" and "conse-
 quence" I am trying to formulate, this is not the
 correct analysis of the situation. The possession
 of the tennis racket and the bathing suit are to
 be regarded as acts, not consequences. (It would
 be equivalent and more in accordance with ordi-
 nary discourse to say that the coming into pos-
 session, or the buying, of them are acts.) The
 consequences relevant to the decision are such as
 these: a refreshing swim with friends, sitting on a
 shadeless beach twiddling a brand new tennis
 racket while one's friends swim, etc. It seems
 clear that, if this analysis is carried to its limit,
 the question at issue [whether [dIA > [CIA and
 [c] > [d] should be allowed] must be answered
 in the negative . . .

 The suggestion seems to be that we can always resolve
 the problem by considering more fundamental conse-
 quences. By describing the consequences in a more
 refined way, we can make their valuation independent
 of which element of S is true.

 The difficulty with this suggestion is that the re-
 finement of C may force a refinement of S. This is
 because the states of the world in S must be detailed
 enough to determine which element of C will be
 achieved by each of our concrete acts. Savage suggests
 that we take C to consist of descriptions such as
 "refreshing swim with friends" instead of descriptions
 such as "possession of bathing suit." But if we want
 each element of S to determine whether the conse-
 quence "refreshing swim with friends" is achieved by
 the purchase of a bathing suit, we may need to refine
 S so that its elements say not only whether the picnic
 will be held near water but also whether the temper-
 ature is warm enough for a refreshing swim, which
 friends come, and so on. And now, since S is more
 refined, we may face anew the problem of making our
 preferences among the elements of C independent of
 which element of S is true. Perhaps the swim will be

 more refreshing with some friends than others. We
 face a potential infinite regress, an endless sequence
 of alternative refinements of C and S.

 Another way of putting the matter is to say that we

 have no reason to suppose that for a given set Fo of
 concrete acts we will be able to find S and C such that

 both (1) each state s in S determines which conse-

 quence in C will result from each f in Fo, and (2) the
 value we want to place on each c in C will not depend
 on which element of S is the true state. These two

 desiderata push in opposite directions. The first desi-
 derata pushes us to limit the detail in C or increase
 the detail in S, while the second pushes us to increase
 the detail in C or limit the detail in S. There is no a
 priori reason to expect that we can find a compromise
 that will satisfy both desiderata.

 It seems clear, Savage says, that probability and
 value will finally be disentangled when the "analysis
 is carried to its limit." This is both lame and vague.
 In truth, it is not clear what carrying the analysis to
 its limit would mean, let alone what would happen
 there. Presumably, carrying the analysis to its limit
 means looking at ever more refined small worlds, until
 one arrives at a "grand world," a pair (S, C) so detailed
 that it takes everything into account. Yet it is hard to
 make sense of the idea of a grand world.

 In Section 5, I will examine Savage's own struggle
 with the idea of a grand world on pages 82-91 of
 Foundations. Let me remark here that one aspect of
 the problem is the difficulty in sustaining a distinction
 between consequences and states of the world as we
 look at the world in more and more detail. Conse-
 quences are states of the person, as opposed to states
 of the world (Foundations, page 14). For some prob-
 lems, at some levels of detail, I can describe states of
 my person C and states of the world S in such a way
 that I care about which state in C happens to me but
 I do not care about which state in S happens to the
 world. But when I try to think about very detailed
 states of the world, states that specify the fate of
 my own hopes and loved ones, it begins to sound
 bizarrely hedonistic for me to say that I care not about
 which of these states happens to the world but only
 about the consequences for me.

 4.2 Can Belief Be Discovered from Preference?

 The fourth postulate carries the idea underlying the
 third postulate a step further. If the relation [c] > [d ]
 does mean that the person values c over d without
 regard to which element of S is true, then by compar-
 ing this absolute preference to the person's other
 preferences among acts, we can learn about his beliefs
 about which element of S is true.

 Suppose, indeed, that [c] > [d ], f is equal to c on A
 and to d on AC, and g is equal to c on B and to d on
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 B'. And suppose that f > g. If we assume that value in
 our small world has been purged of belief-if, that is
 to say, the preference for c over d is independent of
 whether the true state of nature is in A and of whether
 it is in B-then the only available explanation for the
 preference f > g is that the person considers A more
 probable than B.

 In order for this to work, however, the preference
 f > g must be unchanged when c and d are replaced
 by any other pair of consequences c' and d' such that
 [c'] > [d ']. As Savage put it, "on which of two events
 the person will choose to stake a given prize does not
 depend on the prize itself" (Foundations, page 31).
 The fourth postulate posits that this is the case.

 It is easy to create examples, analogous to the

 example of the tennis racket and bathing suit, in which
 the fourth postulate does not hold. There is no need
 to dwell on such examples here. It is worthwhile,
 though, to reiterate that this postulate derives its force
 from the assumption that the small world disentangles
 belief from value. The postulate does not have 'any
 normative appeal-it is not even comprehensible-
 until this assumption is made.

 4.3 The Independence Postulate

 Consider an act f and a subset A of the set of states
 of a small world. Imagine changing the consequences
 that f would have if the true state of the small world
 were in A-i.e., imagine changing the values f(s) for s
 in A. This changes f to a different act, say g. The act

 g differs from f on A but agrees with f on AC. The
 change from f to g may be a change for the worse
 i.e., we may have f > g. Savage's second postulate, the
 independence postulate, says that whether it is a
 change for the worse is independent of the conse-
 quences that f has under the other states, those in AC.
 In other words, if f ' is any act that agrees with f on
 A, and we change f ' in the same way that we changed
 f, thus obtaining an act g' that agrees with g on A but
 withf' on Ac, then f > g if and only iff' > g'.

 Here are some other ways of expressing the inde-

 pendence postulate: (1) More verbally, if two acts agree
 on Ac, then the choice between them should depend
 only on how they differ on A; it should not depend on
 how they agree on Ac. (2) More succinctly, if f > g,

 = fA, gA = gA, fAc = gAc, and f At = g'c, then
 f' > g'. (3) Yet more succinctly, as in Section 3.1
 above, if f > g and fAc = gAc, then fA > gA.

 In Section 4.3.1, I present two examples that have
 inspired much of the discussion of Savage's independ-
 ence postulate. One of these was devised by Maurice
 Allais, the other by Daniel Ellsberg. Both are counter-
 examples to the empirical validity of the independence
 postulate, inasmuch as most people (including Savage
 himself; see Foundations, page 103; Allais, 1979, page
 533; Ellsberg, 1961, page 656) express preferences that

 violate the postulate when they first encounter the

 examples.
 After reviewing the counterexamples, I discuss a

 number of arguments that have been offered for the
 independence postulate and against the counter-

 examples. In Section 4.3.2, I discuss the assertion
 made by Oskar Morgenstern and others that reason-
 able people will correct their preferences to conform
 to the postulate when divergences are pointed out to
 them. In Section 4.3.3, I discuss the "sure thing prin-
 ciple," the intuitive principle on which Savage based
 his case for the independence postulate. In Sections

 4.3.4 and 4.3.5, I discuss Howard Raiffa's arguments.
 Finally, in Section 4.3.6, I question Paul Samuelson's
 contrast between commodities and states of a small
 world. I contend that goals can tie together states of

 the world just as they tie together commodities.

 4.3.1 The Counterexamples

 The two examples presented here are from Allais
 (1953) and Ellsberg (1961), respectively. It is generally
 agreed that Allais's is the more important of the two.
 Ellsberg's example turns on subtle issues about the
 knowledge of chances, whereas Allais's, although it is

 usually presented in a chance setting, does not really
 depend on the idea of chance. Furthermore, the argu-
 ment for violating the independence postulate is
 stronger in Allais's example, because the goal thereby
 attained is more attractive.

 Allais's Example. Consider a small world that has
 three states and has monetary prizes as consequences.
 The states are s, t, and u, and the prizes are $0,

 $500,000, and $2,500,000. Consider the acts f, g, f',
 and g' given in Table 5. If we set A = {s, t}, then these

 acts satisfy fA = fA, gA = gA, fAN = gAC, and f AC = g'c.
 The independence postulate therefore forbids us to
 prefer f to g and g' to f '.

 Suppose, however, that we think the true state of
 the small world is probably u and almost certainly
 either t or u. (In the version of the example reported
 in Foundations (pages 101-103), we assign probability
 .01 to s, probability .10 to t, and probabiliity .89 to u.)
 In this situation, most people violate the postulate by
 preferring f to g and g' to f '. When comparing f to g,
 they reason that they can gain $500,000 for sure by
 choosing f, and they do not want to risk this very
 attractive sure thing by gambling for more. But when

 TABLE 5

 Allais's example

 s t u

 f $500,000 $500,000 $500,000
 g $0 $2,500,000 $500,000
 f' $500,000 $500,000 $0
 g' $0 $2,500,000 $0
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 comparing f ' to g', they realize that they are likely to
 get nothing at all, and feeling that they have less to
 lose, they are more willing to gamble for the larger
 prize.

 One way of putting this is to say that there is a
 strong argument for choosing f over g which is not
 available when we compare f ' and g'. Another way of
 putting it is to say that the choice between f and g
 gives us an opportunity to adopt and attain a goal: the
 acquisition of $500,000.

 It is worth emphasizing that the force of the exam-
 ple does not depend on assigning probabilities to s, t,
 and u. It is quite enough to say that there is strong
 evidence for u and even stronger evidence against s.

 Allais's example is sometimes presented simply in
 terms of payoffs and probabilities as in Table 6. When
 it is presented in this way, we cannot say that the
 preferences f > g and g' > f ' violate the independence
 postulate, since we are not working in a small world
 in Savage's sense. It is impossible, however, to assign
 utilities to the dollar payoffs so that f will exceed g
 and g' will exceed f ' in expected utility.

 Readers of Savage's account of the example
 (Foundations, pages 101-103) sometimes gain the
 impression that Allais originally presented it simply
 in terms of payoffs and probabilities and that it was
 Savage who recast it in terms that made the prefer-
 ences f > g and g' > f ' directly contradict the inde-
 pendence postulate. This is not correct, however. In
 Allais (1953), the example is explicitly presented as a
 counterexample to the independence postulate (see
 Allais and Hagen, 1979, pages 88-90 and note 240 on
 page 586).

 Ellsberg's Example. Consider another small world
 with three states, but with a more modest prize: $100.
 The acts are shown in Table 7. Here, as in Allais's
 example, the independence postulate forbids us to

 TABLE 6

 The probabilities in Allais's example

 Probability of Probability of Probability of
 $2,500,000 $500,000 nothing

 f 0.00 1.00 0.00
 g 0.10 0.89 0.01

 f' 0.00 0.11 0.89
 g' 0.10 0.00 0.90

 TABLE 7

 Ellsberg's example

 s t u

 f $0 $100 $100
 g $100 $0 $100

 f' $0 $100 $0
 X1 $100 $0 $0

 prefer f to g and g' to f '. It also forbids us to prefer g
 to f andf' tog'.

 In this case, the forbidden preferences are produced
 by assuming partial knowledge of objective chances
 for the state of the small world. Suppose we know that
 this state is determined by drawing a ball from an urn
 containing 90 balls. We know that exactly 30 of these
 balls are labeled s. We know that each of the other 60
 is labeled either t or u, but we have no evidence about
 the proportion.

 We know that f offers a 2/3 chance at the $100 prize.
 We do not know exactly what chance g offers; we
 know only that it is between 1/3 and 1. When offered
 a choice between f and g, some people say they are
 completely indifferent. They reason that since there
 is no reason to think that there are more balls labeled
 t than u or more labeled u than t, the subjective
 probability of getting the prize from g is 2/3, the same
 as the probability of getting it from f. But most people
 are not indifferent. Many prefer f to g, because f offers
 more security; these are the pessimists. Others, the
 optimists, prefer g to f because g offers the possibility
 of a greater chance at the $100.

 Most people also see a difference between g', which
 offers a 1/3 chance at the $100, and f ', which offers an
 unknown chance between 0 and 2/3. The pessimists,
 those who chose f over g, choose g' over f'. The
 optimists, those who chose g over f, choose f ' over g'.
 Both the pessimists and the optimists violate the
 independence postulate.

 The argument for violating the independence pos-
 tulate is not as strong in this example as in Allais's
 example, because the goal that can be attained by
 violating it is not as attractive. In Allais's example,
 the goal is $500,000. Here the goal is only a known (in
 the case of the pessimists) or unknown (in the case of
 the optimists) chance at a certain amount of money.

 4.3.2 Is the Postulate Absolutely Convincing?

 Morgenstern (1979, page 180) described the inde-
 pendence postulate as "absolutely convincing"; rea-
 sonable people will violate it only if they do not
 understand it or do not realize how it applies to the
 problem they are considering. This claim is sometimes
 buttressed by the observation that both experimental
 subjects and students in decision theory classes can
 be convinced to change their preferences to agree with
 the postulate (MacCrimmon, 1968).

 The claim that reasonable people will conform to
 the independence postulate when they fully under-
 stand it can never be conclusively refuted. Any failure
 to conform can always be attributed to unreasonable-
 ness or lack of understanding. Some reasonable people
 have been convinced that the postulate is not abso-
 lutely convincing, however, by the experimental work
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 of Slovic and Tversky (1974). After querying college
 students about their preferences in the examples of
 Allais and Ellsberg, these authors explained the in-

 dependence postulate to those who had violated it,
 explained the arguments for violating it to those who
 had obeyed it, and then gave both groups an oppor-
 tunity to change their preferences. They also studied
 the effect of this information when it was presented
 before students were asked to express their prefer-
 ences. They found that the arguments for violating
 the postulate were at least as persuasive as the argu-
 ments for obeying the postulate.

 4.3.3 The Sure Thing Principle

 Savage derived the independence postulate from a
 more intuitive but less precise principle that he called
 "the sure thing principle." Suppose A1, . .. , A, form a
 partition of the set S of states of a small world, and
 suppose f and g are acts. Suppose you are able to
 compare the consequences of f and g separately for
 each Ai, in abstraction from their consequences for
 the other Ai. You are able, that is to say, to say whether

 you prefer the pattern of consequences { f (s) Is,A, to the

 pattern of consequences {g(s)JsA,. The sure thing
 principle says that if you prefer { f (S) LsEA, to {g(S) )sEA,
 for each Ai, then you should prefer f to g.

 This principle cannot itself serve as a postulate
 within Savage's system, because that system talks only
 about preferences between acts, not about preferences

 between partial acts such as {f(s)})8_1 and {g(s)s_A,.
 (An act is a mapping from S to C, not a mapping from

 just part of S to C.) But it seems more immediately
 understandable and appealing than the independence
 postulate.

 The sure thing principle is appealing because it
 reflects a familiar strategy for resolving decision prob-
 lems. When we are trying to decide what to do, we
 often devise a set A1, ..., A, of mutually exclusive
 and jointly exhaustive situations and look for an act
 that seems to be advantageous or at least satisfactory
 in all these situations.

 We cannot expect that this strategy will always be
 successful, however. It will not always produce a good
 argument, and even when it does, this argument may
 be outweighed by other arguments, as it is in Allais's
 example.

 The strategy suggested by the sure thing principle
 may fail in several different ways. It may fail because
 we are unable to construct a convincing argument for
 any particular act when we consider a given Ai in
 isolation. It may fail because consideration of the
 different A. may produce convincing arguments for
 different acts. Or, as in Allais's example, it may fail
 because there is a convincing argument that we will
 overlook when we consider the different A: separately.

 One reason it is sometimes difficult to construct a
 convincing argument for a particular act when we
 consider a given Ai in isolation is that the instructions
 "suppose you knew that the true state of the small
 world is in Ai" may not suffice to define a situation
 for us. (This is also part of the difficulty in turning
 the principle into a formal postulate.) In examples
 such as Allais's where objective chances are supplied
 for each state of the small world, there is an implicit
 message about how we should define this situation: we
 should renormalize these chances for the states s in
 Ai so they add to one. We see this in Savage's own
 discussion of Allais's example, where he writes of
 "a 10-to-1 chance to win $2,500,000" (Foundations,
 page 103). But in problems where probabilities are not
 given ex ante, this solution is not available, and to
 assume that there are subjective probabilities available
 for renormalization begs one of the questions that
 Savage's postulates are supposed to resolve.

 4.3.4 The Mixing Argument

 The following argument in favor of the independ-
 ence postulate has been used very effectively by Raiffa
 (1961, 1968). We may call it the mixing argument.

 Suppose f, g, f ', and g' satisfy the hypotheses of the
 independence postulate: fA = fA, gA = gA, fAc = gAc,
 and fAC = g'c. Suppose you violate the postulate by
 preferring f to g and g' to f '. Imagine I am about to
 toss a fair coin, and I offer you an opportunity to play
 the following compound game. If the coin comes up
 heads, then I will give you a choice between f and g. If
 the coin comes up tails, I will give you a choice between
 f ' and g'. Since you prefer f to g and g' to f ', you can
 tell me in advance what your choices will be. If the
 coin comes up heads, you will choose f; if it comes up
 tails you will choose g'. Let us call this your strategy:
 f if heads, g' if tails. The opposite strategy, which you
 apparently find less attractive, is g if heads, f ' if tails.

 But is there really anything to choose between these
 two strategies? If we let s denote the true state of
 nature, then your strategy gives you a 50-50 chance
 at f (s) or g ' (s). The opposite strategy would give you
 a 50-50 chance at g(s) or f '(s). But these two 50-50
 chances boil down to the same thing, no matter what
 s is. To see this, recall that (i) if s E A, then f(s) =
 f '(s) and g(s) = g'(s), and (ii) if s E Ac, then f(s) =
 g(s) and f '(s) =g'(s).

 It is embarrassing enough that your preferences for
 f over g and g' over f ' lead to a preference between
 two equivalent strategies, but things get worse. If you
 feel strongly about your preferences for f over g and
 g' over f ', then presumably these preferences will not
 change when g and f ' are both improved slightly. And
 the argument just given then shows that you prefer
 one strategy to another which is clearly better.
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 TABLE 8

 The result of mixing your choices

 s t u

 Your strategy $0 or $500,000 or $0 or

 $500,000 $2,500,000 $500,000

 The opposite $1 or $500,001 or $1 or

 $500,001 $2,500,001 $500,001

 Note: Each entry represents a 50-50 chance.

 Just to make this last point as vivid as possible, let
 us rehearse it using Allais's example. Suppose your
 preferences for f over g and g' over f ' are strong
 enough that they do not change when we increase all
 the entries for g and f ' in Table 5 by $1. Table 8 gives
 the results, in this case, of your strategy (f if tails, g'
 if heads) and the opposite strategy (g if heads, f' if
 tails). (All the entries in Table 8 should be interpreted
 as 50-50 chances; "$0 or $500,000," for example,
 means a 50% chance at $0 and a 50% chance at
 $500,000.)

 This argument for the independence postulate can
 be persuasive, but a little thought will convince us
 that it is simply another way of deriving the postulate
 from the sure thing principle. The crucial step in the
 argument is the step where it is concluded from your
 preferences for f over g and g' over f ' that you would
 prefer the strategy "f if heads, g' if tails" over the
 strategy "g if heads, f ' if tails." This step can only be
 justified by appeal to the sure thing principle. Atten-
 tion has shifted to a small world whose two states are
 heads and tails. Call heads B and tails BC. The sure
 thing principle says that if you prefer the first strategy
 to the second when B is considered in isolation and
 also when BC is considered in isolation, then you will
 prefer the first strategy to the second overall. But we
 need not obey this principle. We may refuse to do so
 on the grounds that our argument for choosing f over
 g-the fact that f guarantees us $500,000-is not
 available when we must choose one of the strategies
 in Table 8.

 4.3.5 The Imaginary Protocol

 Another argument for the independence postulate,
 which has also been used effectively by Raiffa (1968,
 pages 82 and 83), asks us to imagine a protocol under
 which we find out about the true state of the small

 world in steps and do not have to choose between f
 and g or between f ' and g' until after we have found
 out whether the state is in A.

 Let us explain the argument, as Raiffa does, in terms
 of Allais's example, given in Table 5, with the states
 s, t, and u assigned probabilities .01, .10, and .89,
 respectively. Imagine that the determination of the
 true state of the small world is made by a two-stage
 random drawing. First you draw a ball from an urn

 containing 89 orange balls and 11 white balls. If you

 draw orange, then u is the true state of the small
 world. If you draw white, then you make a second

 drawing from an urn containing 10 red balls and one
 blue ball. If you draw the blue ball, then s is the true
 state; if you draw a red ball, then t is the true state.

 Suppose you are asked to choose between f and g,
 but you are not required to do so until after the first

 drawing. If the first ball drawn is orange, then u is the
 true state, and you get $500,000 in either case, so there
 is really no need to choose. But if the first ball drawn

 is white, then you are required to choose between f
 and g before making the second drawing.

 This situation is depicted in Figure 1 (adapted from
 Raiffa, 1968, page 82). Notice that if the first drawing
 produces an orange ball, then you are awarded

 $500,000 with no further ado; no choice or second
 drawing is required. Similarly, if the first drawing
 produces a white ball and you choose f, then you are
 awarded $500,000 with no further ado; the second
 drawing is not required.

 Figure 1 represents the choice between f and g. But
 with one simple change, it becomes a representation
 of the choice between f' and g'. We simply change
 the underlined $500,000 to $0.

 The argument for the independence postulate now
 proceeds in three steps.

 Step 1. Under the conditions just described, where
 you make your choice only if and when a white ball
 has been drawn, if you choose f over g, then you should
 also choose f ' over g'. The situation where you must
 choose between f ' and g' differs from the situation
 where you must choose between f and g only in what
 you would have received had you drawn an orange ball
 instead of a white ball. And surely you will want to
 base your choice on your present situation, not on
 might have beens.

 Step 2. It should not make any difference if you are
 required to choose at the outset rather than only if
 and when you draw a white ball. You can mentally
 put yourself in the situation where you have just drawn
 a white ball, you know that in this situation you will
 prefer f to g and f ' to g', and you know that only if
 you are later in this situation will the choice make any
 difference. So surely you should prefer f to g and f ' to
 g' now.

 Step 3. The choice between f and g or between f'
 and g' should only depend on the probability distri-
 butions of the consequences of these acts. So the
 conclusion, that if you prefer f to g then you should
 also prefer f ' to g', must hold whenever the true state
 of the small world is s, t, or u, with probabilities 0.01,
 0.10, and 0.89, respectively, even in the absence of the
 step by step protocol depicted in Figure 1.

 A different premise is invoked at each step of this
 argument. In Step 1, present choices should not de-
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 $500,000

 Orange

 Drawing $500,000

 White- t /

 Choice $2,500,000

 g Red

 Drawing

 Blue

 $0

 FIG. 1. The imaginary protocol.

 pend on might have beens. In Step 2, if under the only
 scenario where a choice makes any difference there is
 a point at which you would choose in a certain way,
 that is also the way you should choose now. In Step 3,
 choices should depend only on the overall probability
 distributions of advantages and disadvantages, not on
 any protocol for the timing of your knowledge and
 choices.

 I contend that none of these premises are compel-

 ling. They would be compelling if we could pretend
 that preferences are pre-existent and well-defined for
 every situation. But they are not compelling if we
 recognize that preferences are constructed.

 The premise in Step 3 is especially objectionable,
 because it unreasonably limits the way in which pref-
 erences may depend on opportunities to adopt feasible
 goals. Consider the person who prefers g' to f ' in the
 absence of the protocol depicted in Figure 1, but who
 would choose the $500,000 were he in the situation
 where a white ball has just been drawn. If there is no

 protocol, then he can argue that since he is likely to
 win nothing he might as well gamble with his slim
 chances. But if the protocol in Figure 1 is followed,
 and if he has just drawn a white ball, then he is in a
 position where $500,000 is a feasible goal. Why must
 he ignore this fact? (Even when we are concerned only
 with probability judgment and not with choice and
 preference, the presence or absence of a protocol is
 not irrelevant. See Shafer, 1985.)

 The other two premises are also unpersuasive as

 general and apodictic principles, although they may
 be persuasive in particular cases. The first premise,
 which says that might have beens should not matter
 to you, overlooks the fact that your present prefer-
 ences may be the result of goals that you adopted
 earlier, when what is now a might have been was a
 real possibility to you. Once we admit that goals and
 preferences are adopted or constructed, we cannot
 pretend that history is irrelevant. The second premise
 is open to the same objection, for it tries to rule out
 the adoption of any goal that might reverse the pref-
 erence that you might guess your future self would
 have were you not to adopt the goal.

 In the preceding discussion, I have focused on the
 version of Allais's example where probabilities are
 assigned ex ante to the possible states of the small
 world. More difficulties arise if one attempts to ex-
 tend Raiffa's argument to everyday problems, where
 the state of one's small world is not determined by a
 chance device. In such problems it may be difficult to
 construct an imaginary protocol in which the first step
 leads to knowledge that the true state is or is not in A
 and no more; "now you know that the true state is in
 A" may not suffice to define a situation in which we
 can imagine ourselves.

 4.3.6 Goals and Commodities

 I have repeatedly used the idea of adopting goals to
 defend violations of the independence postulate. My
 point is that the process of formulating and adopting
 goals creates a dependence of value on belief, simply
 because goals are more attractive when they are
 feasible.

 The dependence of the goal formation process on

 belief is the most fundamental reason for an adherent
 of the constructive view to reject the sure thing prin-
 ciple. The formation of goals does not usually take
 place at the level of individual states or restricted sets
 of states. Typically, we adopt goals that relate to the
 overall situation we are in. The adoption of goals ties
 states together, for the attractiveness of a goal depends
 on its meaningfulness and feasibility in all the states
 we consider possible, or at least in all the ones we
 consider probable.

 It is interesting, in this connection, to recall the

 contrast between small worlds and commodities,
 drawn sharply by Samuelson (1952). Samuelson, who
 was at first reluctant to accept Savage's sure thing
 principle, finally did so because he became convinced
 that a person cannot make trade offs between small

 worlds the way he or she can make trade offs between
 commodities.

 Suppose we want to rank in preference situations
 in which we have different amounts of three commod-

 ities-flour, apples, and butter. Let (x, y, z) denote the
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 situation where we have x pounds of flour, y apples,
 and z pounds of butter. Set

 f (4, 3, 1), f' = (4, 3, 0),

 g= (2, 6, 1), g' (2, 6, 0).

 We may very well prefer f to g but g' to f '. If we had
 a pound o-f butter, we could make better bread, and so
 we would rather have more flour and fewer apples;
 this is a reason to prefer f to g. But if we do not have
 any butter, then floutr is less interesting; we may prefer
 g' to f'. As this example illustrates, the amount of
 one commodity we have may influence the trade offs
 we make between other commodities. We cannot con-
 sider separately our preferences for the commodities
 in the disjoint sets A = {flour, apples} and AC =

 {butterb, because what we can get in AC influences our
 preferences within A. The goal of a loaf of bread ties
 A and Ac together.

 Samuelson's conversion to the sure thing principle
 was based on the feeling that states of small worlds
 are not like commodities in this respect. Different
 states of small worlds are completely separate from
 one another. What we would have in one state of a
 small world cannot help us enjoy or use something we
 would have in another state. So we should be able to
 think separately about our preferences in disjoint sets
 of states. What we can get in AC should not influence
 our preferences within A.

 The constructive view forces us to recognize, how-
 ever, that our value resides where it is constructed. If
 we construct goals within the products of our imagi-
 nation that Savage called states of a small world, then
 the sure thing principle will hold. But if we construct
 goals in our real situation, then these goals may tie
 the states of the small world together as effectively as
 the goal of a loaf of bread ties butter and flour together.

 5. THE PROBLEM OF SMALL WORLDS

 A subjective expected utility analysis of a decision
 problem using one small world may fail to give the
 same result as an analysis using a more detailed small
 world. This is the problem of. small worlds. As I
 pointed out in the introduction, this problem appears
 from the constructive viewpoint as just one more

 aspect of the lack of invariance of preference. The
 preferences we construct depend on the questions we
 ask ourselves, and hence the selection of questions is
 an essen-tial part of the construction.

 There is much to learn, however, from a closer look
 at the problem of small worlds. We can learn some-
 thing about the nature of value from the very fact that
 we sometimes assign values to consequences at a lim-
 ited level of description, without considering proba-
 bilities for further contingencies that might affect our
 enjoyment of these consequences.

 In this section, I emphasize that the constructive
 view forces us to take seriously the fact that we work
 at limited levels of description. When we take the
 const,ructive view, we cannot pretend that every utility
 is really, at a more detailed level of description, an
 expected utility.

 We can also profit from a closer look at the math-
 ematical structure required to make one small world
 a refinement of another. In this section, I will describe
 this structure using a notation somewhat different
 /from Savage's own. I will then develop a detailed
 example of two related small worlds. This is something
 Savage did not do, and by doing it we gain some
 insights he may have missed.

 I conclude this section with a look at how Savage
 himself saw the problem of small worlds. For him, the
 problem was that refinement might change -the prob-
 abilities that can be deduced from a person's prefer-
 ences. The fact that Savage construed the problem of
 small worlds in this way demonstrates just how hope-
 lessly nonconstructive his normative viewpoint was.

 5.1 Are All Utilities Really Expected Utilities?

 According to the constructive viewpoint, the method
 of subjective expected utility involves constructing
 preferences from separate judgments of value and
 belief. We distinguish between states of the world,
 about which we have evidence and for which we can
 construct probabilities, and consequences, to which
 we decide to attach values, represented numerically
 by utilities. The virtue of the method is that it breaks
 our deliberation into simpler and more manageable
 parts. We can deal separately with evidence for which
 state of the world is true and arguments about what
 we should value.

 The idea of refinement threatens this picture. A
 thing to which we might want to assign a definite
 value at one level of description seems, at a finer level,
 to have a value that depends on how various questions
 of fact turn out. It seems that every utility, on closer
 examination, is an expected utility.

 In the preceding section I pointed out that a subjec-
 tive expected utility argument requires a small world
 (S, C) such that our preferences over C do not depend
 on which description in S is true. I argued that some-
 times we will be unable to make a subjective expected
 utility argument because we are unable to devise such
 a small world. Here I am raising a related but different
 point. I am considering the case where we do make a
 subjective expected utility argument-the case where
 we do succeed in devising a small world (S, C) such
 that we are willing to settle on preferences over C that
 are independent of which description in S is true-
 and I am asking whether these preferences might still
 depend on questions of fact more detailed than those
 answered by the descriptions in S.
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 Savage discussed this point as follows on pages 83
 and 84 of Foundations:

 ... Jones is faced with the decision whether to
 buy a certain sedan for a thousand dollars, a
 certain convertible also for a thousand dollars, or
 to buy neither and continue carless. The simplest
 analysis, and the one generally assumed, is that
 Jones is deciding between three definite and sure
 enjoyments, that of the sedan, the convertible, or
 the thousand dollars. Chance and uncertainty are
 considered-to have nothing to do with the situa-
 tion. This simple analysis may well be appropriate
 in some contexts; however, it is not difficult to
 recognize that Jones must in fact take account of
 many uncertain future possibilities in actually
 making his choice. The relative fragility of the
 convertible will be compensated only if Jones's
 hope to arrange a long vacation in a warm and
 scenic part of the country actually materializes;
 Jones would not buy a car at all if he thought it
 likely he would immediately be faced by a finan-
 cial emergency arising out of the sickness of him-
 self or of some member of his family; he would be
 glad to put the money into a car, or almost any
 durable goods, if he feared extensive inflation.
 This brings out the fact that what are often
 thought of as consequences (that is, sure experi-
 ences of the deciding person) in isolated decision
 problems typically are in reality highly uncertain.
 Indeed, in the final analysis, a consequence is
 an idealization that can perhaps never be well
 approximated ...

 When we first consider an example like this one, we
 are tempted to think that a sufficiently detailed de-
 scription of Jones's possible future situations would
 make it possible for him to decouple his utilities from
 his probabilities. But as I argued in Section 4.1, this
 sufficiently detailed description is a chimera. No mat-
 ter how much detail we include in a description of a
 situation, there always remain uncertainties that can
 affect the degree to which we will enjoy or value that
 situation. This is the point of Savage's last sentence.

 When we take a constructive view., we can no longer
 pursue the chimera of the sufficiently detailed descrip-
 tion. Instead, we are forced to take seriously the idea
 that when a person decides to attach a value or utility
 to a consequence described at a certain limited level
 of detail, he or she does this and nothing more.

 "I have decided to buy a convertible," Jones tells
 me, "because my wife and I are taking a vacation to
 New Mexico this summer, and we really want to enjoy
 the sun." "You should think this through more care-
 fully, Jones," I respond. "Don't you remember that
 sunburn you got at Daytona Beach last spring? You
 never really enjoy these vacations anyway. And if your
 wife does like the sun that much, she may not come

 back to Chicago with you." "You are always dreaming
 up things to worry about," replies Jones. "I detest this
 winter weather, and I have set my heart on a tour of
 the desert in the sun. The trip may be a disaster, but
 staying home might be a disaster, too. Who knows?"

 Jones has decided on a trip to sunny New Mexico
 in a convertible. He does not want to analyze all the
 different ways taking the trip might turn out, partly
 because he does not feel he can construct convincing
 probabilities for them, but also because these more
 detailed scenarios are not really the objects of his
 desire. The trip lies within the bounds of prudent
 behavior, and he and his wife have decided they want
 to go.

 A constructive interpretation of subjective expected
 utility must hold that a utility is not an expected
 utility in disguise. A utility is a value deliberately
 attached to a consequence created at a given level of
 description. The consequence is a product of our imag-
 ination. The utility is a product of our will. We may
 later analyze the consequence at a finer level of de-
 scription, and we may then assign it an expected utility
 rather than just a utility. But any such further analysis
 is a further act of imagination and will, not something
 already determined or achieved.

 5.2 Refining Small Worlds

 In order to study the problem of small worlds as it
 appears from Savage's normative point of view, we
 need to understand the technical aspects of refining a
 small world. Suppose (S, C.) and (T, D) are two small
 worlds. How do we give mathematical form to the idea
 that (T, D) is a refinement of (S, C)?

 Savage answered this question on pages 84-86 of
 Foundations. Unfortunately, he did so in the context
 of a "tongue in check" (page 83) assumption that (T,
 D) is actually a "grand world," i.e., an ultimately
 detailed refinement. This assumption does not affect
 the technical details of the mathematical structure
 relating (S, C) and (T, D), but it did, I think, obscure
 Savage's view. Since he was struggling with the idea
 of (T, D) being a grand world, he missed the insight
 he might have gained from a concrete example where
 (S, C) and (T, D) are both small worlds. (The only
 example he gave was purely mathematical.) Moreover,
 he was content to "hobble along" (page 85) with an
 inadequate notation.

 When we examine Savage's account, on pages 84
 and 85 of Foundations, we see that (S, C) and (T, D)
 are related in two ways. First, the descriptions in T
 are more detailed versions of the descriptions in S.
 Second, the consequences in C correspond to acts in
 (T, D), mappings from T to D. It is easy to establish
 a mathematical notation for both these aspects of the
 relation. For each element t of T, let t* denote the
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 unique element of S that agrees with t but is less

 detailed. And for each element c of C, let c* denote
 the corresponding act in (T, D).

 Why does a consequence in the less refined small
 world (S, C) correspond to an act in the more refined
 small world (T, L.)? We might think that just as the
 descriptions of states of the world in T are merely
 more detailed versions of the descriptions in S, so the

 descriptions of the states of the person in D should
 merely be more detailed versions of the descriptions
 in C. But Savage felt that pushing to a more refined
 level of description may mean more than describing
 the same consequences in more detail. It may mean
 instead shifting attention to entirely different and
 more fundamental consequences. We may, for exam-
 ple, shift our attention from monetary income to per-
 sonal satisfaction. The same level of satisfaction can
 be achieved with different levels of income, depending
 on the state of the world. So if the elements of C are
 levels of income, and the elements of D are levels of
 satisfaction, then we do not want to say that each
 element of D is a more detailed version of some
 element of C. Instead, we want to say that each ele-

 ment of C determines an element of D when combined
 with a state of the world in T. This can be expressed
 mathematically by saying that each element of C

 corresponds to a mapping from T to D.
 Once we have linked (S, C) and (T, D) by specifying

 t* for each t in T and c* for each c in C, we also have
 a way of relating acts in (S, C) to acts in (T, D).
 Suppose, indeed, that f is an act in (S, C). Then there
 is a unique act in (T, D), say f *, that corresponds to f.
 The act f * maps a given element t of T to (f(t*))*(t),
 which is an element of D.

 It is interesting and important to note that this
 mathematical apparatus linking (S, C) and (T, D) goes
 beyond what we construct when we formulate two
 small worlds in two different attempts to study the
 same set of concrete acts. In order to see this clearly,
 we need a notation that distinguishes between a con-
 crete act and its representation as a mapping within
 a particular small world. Given a concrete act a, let
 f ' denote the coresponding abstract act in (S, C), and
 let f 7 denote the corresponding abstract act in (T, D);

 fa is a mapping from S to C, and fa is a mapping from
 T to D.

 Suppose we formulate (S, C) and (T, D) in separate
 attempts to construct a setting for deliberation about
 a set Fo of concrete acts. We formulate (S, C) first,
 find it too crude, and then formulate (T, D) in order
 to deepen our analysis. This exercise results in four
 sets of written descriptions, S, T, C, and D, and
 mappings f ' and fT for each concrete act a in Fo. Since
 S and T consist of written descriptions, the relation
 between them will be clear; for each t in T, we will be
 able to pick out t*, the unique element of S that agrees

 with t but is less detailed. Moreover, since we have

 identified the concrete acts in Fo with acts in (S, C)
 and (T, D), we have partially determined mappings c*
 corresponding to the elements c of C. We may not
 have fully determined these mappings, however. We

 must have (f )* = f j for all a in Fo. Equivalently, we
 must have

 (f a(t*))*(t) = fa (t)

 for all a in Fo and all t in T. This determines c*(t)
 whenever there is a concrete act a that results in the
 consequence c if t* is the true state of the small world
 (S, C). But there are usually pairs (c, t) for which
 there is no such concrete act a, and c*(t) will not be
 determined for these pairs.

 Consider an example. Begin with the small world
 (S, C) given in Table 1 in Section 2.1. This is the
 small world that Savage formulated for the omelet
 maker who must decide whether to crack a sixth egg
 into a bowl already containing five eggs. Suppose the
 omelet maker decides to refine (S, C) because he
 realizes that his guests can distinguish between a Nero
 Wolfe omelet, i.e., one made with eggs less than 36
 hours old, and an ordinary omelet, i.e., one made with
 eggs that are not so fresh. He refines the states of the
 world to take the freshness of the eggs into account,
 and he refines the consequences to take the quality of
 the omelet into account. Suppose, for simplicity, that
 the person knows that the five eggs in the bowl are all
 of similar freshness, and that the sixth egg, if it is
 good, will not affect whether the omelet meets Nero
 Wolfe standards. In this case we can use a set T
 consisting of four states of the world,

 the sixth egg is good,
 and the other five are fresh

 the sixth egg is good,
 T_ - and the other five are stale

 the sixth egg is rotten,
 and the other five are fresh

 the sixth egg is rotten,
 and the other five are stale

 and a set D consisting of the eleven consequences
 listed in Table 9. We are still considering the same
 concrete acts:

 Fbreak the egg into the bowli
 Fo = break the egg into a saucers.

 tthrow the egg away J

 Table 9 shows how the three acts map T to D.
 When we compare Tables 1 and 9, we see that these

 tables determine some of the values c*(t) but not
 others. Consider, for example, the first of the three
 consequences in Table 1, "six-egg omelet." For brevity,
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 TABLE 9

 A refinement of Savage's small world

 State

 Act Good Rotten

 Fresh Stale Fresh Stale

 Break into bowl Six-egg Nero Wolfe omelet Six-egg ordinary omelet No omelet and five good No omelet and five good
 eggs destroyed eggs destroyed

 Break into Six-egg Nero Wolfe omelet Six-egg ordinary omelet Five-egg Nero Wolfe omelet Five-egg ordinary omelet
 saucer and a saucer to wash and a saucer to wash and a saucer to wash and a saucer to wash

 Throw away Five-egg Nero Wolfe Five-egg ordinary Five-egg Nero Wolfe omelet Five-egg ordinary omelet
 omelet and one good egg omelet and one good
 destroyed egg destroyed

 let this consequence be denoted by cl. It is clear that

 cl(good, fresh) = six-egg Nero Wolfe omelet,

 and

 c*(good, stale) = six-egg ordinary omelet.

 The six-egg omelet is of Nero Wolfe or ordinary qual-
 ity depending on whether the five eggs are fresh or

 stale. But what are cl(rotten, fresh) and cl(rotten,
 stale)? If, by magic, we get a six-egg omelet even
 though the sixth egg is rotten, then what is the quality
 of this six-egg omelet? This question is not answered
 by Tables 1 and 9. We may be inclined to say that the
 six-egg omelet will still be a Nero Wolfe omelet if the
 five eggs are fresh and an ordinary omelet if the five
 eggs are stale, but this is not a statement of fact. It is
 merely a natural way to exercise our imagination.
 We could invent other examples where it is more
 difficult to settle on a natural way of exercising our
 imagination.

 Savage seems to have overlooked this remarkable
 extent to which the structure relating small worlds is
 a product of our imagination, perhaps because he did
 not study conrete examples. Perhaps this contributed
 to his reluctance to see any force in the objections to
 his use of imaginary acts (Section 3.4). It seems rea-
 sonable to put an imaginary act that always yields a
 six-egg omelet into our preference ranking if we permit
 ourselves to think of a six-egg omnelet as a simple
 object of desire. It seems less reasonable if the very
 meaning of a six-egg omelet depends on deliberate and
 not yet performed acts of imagination.

 5.3 Savage's Problem of Small Worlds

 Consider a small world (S, C) and a refinement
 (T, D). Suppose a person has preferences over acts
 in (T, D) that satisfy Savage's postulates and hence
 determine a probability measure PT on T and a utility
 function UD) on D. From these preferences, probabili-
 ties, and utilities, how do we find the person's proba-

 bility measure Ps and utility function Uc for (S, C)?
 There are two possible methods.

 Method 1. Since S amounts to a disjoint partition

 of T, we can take Ps to be PT'S marginal on that
 disjoint partition. And we can say that the person's
 utility for a consequence c in C is his expected utility

 for the act c * in (T, D); UC(c) = ET(UD(C*))-
 Method 2. Since every act f in (S, C) can be iden-

 tified with an act f * in (T, D), the person's preferences
 over acts in (T, D) determine preferences over acts in
 (S, C). If these letter preferences satisfy Savage's
 postulates, then they directly determine a probability
 measure P8 and a utility function Uc.

 For Savage, the problem of small worlds was that
 these two methods may fail to produce the same
 answer. Savage showed that if the preferences over
 (S, C) do satisfy his postulates, so that Method 2 is
 applicable, then the two methods will give the same
 utility function on C. But they may give different
 probability measures on S (Foundations, pages 88-90).

 I will not reproduce Savage's mathematical reason-
 ing here. But I will illustrate the problem using the
 example of the omelet. Suppose a person's preferences
 over the small world (T, D) of Table 9 satisfy Savage's
 postulates and yield the probabilities and utilities
 shown in Table 10. (In order for Savage's sixth pos-
 tulate to be satisfied and the probabilities and utilities
 to be fully determined, we would need to refine T
 further so that each state specifies the outcome, say,
 of a sequence of coin tosses. But we need not make
 such a refinement explicit here.) According to the
 probabilities in Table 10, the sixth egg is as likely to
 be rotten as good, but its being good makes it more
 likely that the other five are fresh. The utilities indi-
 cate that the person is indifferent as to whether or
 not he washes a saucer or destroys a good egg, but
 that he prefers a six-egg omelet to a five-egg one and
 a Nero Wolfe omelet to an ordinary one. (Since the
 person is indifferent about washing the saucer or
 destroying a good egg, Table 10 omits these details in
 assigning utilities to the consequences in D. It is to be

This content downloaded from 
�������������147.26.36.139 on Thu, 01 Jul 2021 22:41:13 UTC������������� 

All use subject to https://about.jstor.org/terms



 484 G. SHAFER

 understood, for example, that the person assigns util-
 ity 8 to both "five-egg ordinary omelet" and "five-egg
 ordinary omelet and a saucer to wash.")

 The probabilities and utilities that Table 10 gives

 for (T, D) result in preferences among the acts in the

 smaller world (S. C) that do satisfy Savage's postu-
 lates, and so we can use both Method 1 and Method 2
 to obtain probabilities and utilities for (T, D). The
 results are shown in Table 11. Only one set of utilities
 is given in this table; as we have mentioned, Savage
 showed that when Method 2 is applicable it necessarily
 gives the same utilities as Method 1. (In Table 11, as
 in Table 10, the consequences are described only in
 the relevant degree of detail.) But the two methods
 give different probabilities for the sixth egg's being
 good.

 The reader can easily check the numbers given in
 Table 11 for Method 1. To obtain the probability of
 the sixth egg being good, add the probabilities 3/8 and
 '/A from Table 10. To obtain the expected utility of a
 five-egg omelet, calculate

 PT(fresh) UD (five-egg Nero Wolfe omelet)

 + PT(stale) U, (five-egg ordinary omelet)

 5 (5/8)(16) + (3/8)(8) = 13.

 And so on.
 According to Method 2, the probability of the sixth

 egg being good is more than 1/2. Why? Because an
 omelet is valued more highly when the eggs are fresh

 than when they are stale. The distinction between
 fresh and stale cannot be expressed in (S, C), but since

 the five eggs are more likely to be fresh when the sixth

 TABLE 10

 Probabilities and utilities for (T, D)

 States b al-tb Consequences Utilities

 Good, fresh '/8 No omelet 0
 Good, stale 1/8 Five-egg ordinary 8

 omelet

 Rotten, fresh 14 Five-egg Nero Wolfe 16
 omelet

 Rotten, stale 1/4 Six-egg oidinary 16
 omelet

 Six-egg Nero Wolfe 32
 omelet

 TABLE 1 1

 Probabilities and utilities for (S, C)

 Probabilities
 States Consequences Utilities

 Method 1 Method 2

 Good 12 7/1:3 No omelet 0
 Rotten 1/2 6/13 Five-egg omelet 13

 Six-egg omelet 26

 is good, the preference for fresh over stale shows up
 as a preference for an act that gives an omelet when
 the sixth is good over an act that gives an omelet when
 the sixth is rotten. This gives the impression that the
 person puts a higher probability on its being good.

 How do we get the exact value 7/13 for Ps (good)?
 One way is to apply formula (7) on page 88 of Foun-

 dations. A quicker way is to equate Es (f) and ET(f*)
 for the act f in (S, C), where

 f(good) = five-egg omelet, f(rotten) = no omelet.

 We have

 Es (Uc()) = Ps(good) x 13 + Ps(rotten) x 0

 = Ps (good) x 13.

 And since

 f *(good, fresh) = five-egg Nero Wolfe omelet,

 f *(good, stale) = five-egg ordinary omelet,

 f *(rotten, fresh) = no omelet,

 f*(rotten, stale) = no omelet,

 we have

 ET(UD (f*)))

 = PT(good, fresh) UD (five-egg Nero Wolfe omelet)

 + PT(good, stale) UD (five-egg ordinary omelet)

 + PT(rotten, fresh) UD (no omelet)

 + PT(rotten, stale) UD (no omelet)

 = (3/8)(16) + (1/8)(8) + (1/4)(0) + (1/4)(0) = 7.

 Equating the two expected values, we obtain Ps (good)
 7/1.3.

 The possible divergence between Methods 1 and 2
 disturbed Savage. He was not disturbed by the possi-
 bility that preferences over acts in a small world may
 fail to satisfy his postulates, for this can be taken as
 a signal that the small world needs to be refined. But
 he was disturbed by the possibility that probabilities
 calculated in a small world that did satisfy his postu-
 lates might change with refinement. If the probabili-
 ties are different for two different levels of refinement,
 then which level is right? How can we tell?

 Savage posited the existence of a grand world in
 order to answer the first of these two questions. Prob-
 abilities calculated from a given small world are right
 if they are the same as the ones calculated from the
 grand world. Yet even this outrageous fiction left him
 without an answer to the second question. How can
 we tell if the probabilities from a given small world
 are the same as the ones we would get if, counter to
 fact, we were able to work with a grand world?
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 Savage called a small world that satisfied his pos-
 tulates a pseudomicrocosm. He called a pseudomicro-
 cosm which would give the same probabilities as the
 grand world a real microcosm. He wrote, "I feel, if I

 may be allowed to say so, that the possibility of being
 taken in by a pseudomicrocosm that is not a real
 microcosm is remote, but the difficulty I find in defin-
 ing an operationally applicable criterion is, to say the
 least, ground for caution" (Foundations, page 90).

 The possibility of being taken in by a pseudomicro-
 cosm that is not a real microcosm is indeed remote. It

 is remote because one could not possibly have detailed
 preferences among acts satisfying Savage's postulates

 unless one deliberately constructured these postulates
 from probabilities and utilities. Thus Savage's version
 of the problem of small worlds serves as a demonstra-
 tion of how far his normative approach was from a
 sensible, constructive approach to decision.

 ACKNOWLEDGMENTS

 Research for this article has been partially supported
 by Grants MCS-800213 and IST-8405210 from the
 National Science Foundation. The author has bene-
 fited from conversation and correspondence with Mor-
 ris DeGroot, Peter Fishburn, Dennis Lindley, Pamela
 Townsend, and Amos Tversky.

 REFERENCES

 ALLAIS, M. (1953). Fondements d'une theorie positive des choix

 comportant un risque et critique des postulats et axiomes de

 l'ecole Americaine. Colloques Internationaux du Centre Na-

 tional de la Recherche Scientifique, Econometrie 40 257-332.
 (English translation with the title, "The foundations of a pos-

 itive theory of choice involving risk and a criticism of the

 postulates and axioms of the American school," in Allais and

 Hagen, 27-145, 1979.)

 ALLAIS, M. (1979). The so-called Allais paradox and rational deci-

 sions under uncertainty. In Allais and Hagen, 437-681, 1979.

 ALLAIS, M. and HAGEN, O., eds. (1979). Expected Utility Hypotheses

 and the Allais Paradox. Reidel, Dordrecht.
 ANSCOMBE, F. J. (1956). Review of The Foundations of Statistics by

 Leonard J. Savage. J. Amer. Statist. Assoc. 51 657-659.

 AUMANN, R. J. (1962). Utility theory without the completeness
 axiom. Econometrica 30 455-462.

 AUMANN, R. J. (1964). Utility theory without the completeness

 axiom: a correction. Econometrica 32 210-212.
 ELLSBERG, D. (1961). Risk, ambiguity, and the Savage axioms.

 Quart. J. Econom. 75 643-669.
 FISCHHOFF, B., SLOVIC, P. and LICHTENSTEIN, S. (1980). Knowing

 what you want: Measuring labile values. In Wallsten, 117-141,
 1980.

 FISHBURN, P. C. (1970). Utility Theory for Decision Making. Wiley,

 New York. Reprinted by Krieger in 1979.

 FISHBURN, P. C. (1981). Subjective expected utility: a review of

 normative theories. Theory Decision 13 139-199.

 FRIEDMAN, M. and SAVAGE, J. (1952). The expected utility hypoth-

 esis and the measurability of utility. J. Polit. Econ. 60

 464-474.

 KAHNEMAN, D., SLOVIC, P. and TVERSKY, A., eds. (1982). Judgment

 under Uncertainty: Heuristics and Biases. Cambridge Univ.

 Press, Cambridge.

 LINDLEY, D. V. (1974). Discussion of papers by Professor Tversky

 and Professor Suppes. J. Roy. Statist. Soc. Ser. B 36 181-182.

 LUCE, R. D. and KRANTZ, D. H. (1971). Conditional expected utility.

 Econometrica 39 253-271.

 MACCRIMMON, K. R. (1968). Descriptive and normative implica-

 tions of the decision-theory postulates. In Risk and Uncertainty

 (K. Borch and J. Mossin, eds.) 3-32. Macmillan, New York.

 MARSCHAK, J. (1950). Rational behavior, uncertain prospects, and

 measurable utility. Econometrica 18 111-141.

 MAY, K. 0. (1954). Intransitivity, utility, and the aggregation of

 preference patterns. Econometrica 22 1-13.

 MORGENSTERN, 0. (1979). Some reflections on utility. In Allais and
 Hagen, 175-183, 1979.

 PRATT, J. W. (1974). Some comments on some axioms for decision

 making under uncertainty. In Essays on Economic Behavior

 Under Uncertainty (M. Balch, D. McFadden and S. Wu, eds.)
 82-92. North-Holland, Amsterdam.

 RAIFFA, H. (1961). Risk, ambiguity, and the Savage axioms: com-

 ment. Quart. J. Econom. 75 690-694.

 RAIFFA, H. (1968). Decision Analysis: Introductory Lectures on

 Choices under Uncertainty. Addison-Wesley, Reading, Mass.

 RICHTER, M. K. (1975). Rational choice and polynomial measure-

 ment models. J. Math. Psych. 12 99-113.

 SAMUELSON, P. A. (1952). Probability, utility, and the independ-

 ence axiom. Econometrica 20 670-678.

 SAVAGE, L. J. (1954). The Foundations of Statistics. Wiley, New

 York. Second edition published by Dover in 1972.

 SAVAGE, L. J. (1967). Difficulties in the theory of personal proba-

 bility. Philos. Sci. 34 305-310.
 SAVAGE, L. J. (1971). Elicitation of personal probabilities and

 expectations. J. Amer. Statist. Assoc. 66 783-801.

 SCHOEMAKER, P. J. H. (1982). The expected utility model: its
 variants, purposes, evidence and limitations. J. Econom. Lit.
 20 529-563.

 SHAFER, G. (1981). Constructive probability. Synthese 48 1-60.
 SHAFER, G. (1985). Conditional probability. Internat. Statist. Rev.

 53 261-277.

 SHAFER, G. and TVERSKY, A. (1985). Languages and designs for

 probability judgment. Cog. Sci. 9 309-339.
 SLOVIC, P. and TVERSKY, A. (1974). Who accepts Savage's axiom?

 Behavioral Sci. 19 368-373.

 TVERSKY, A. (1969). Intransitivity of preferences. Psycholog. Rev.
 76 31-48.

 TVERSKY, A. (1972). Choice by elimination. J. Math. Psych. 9
 341-367.

 TVERSKY, A. and KAHNEMAN, D. (1981). The framing of decisions
 and the psychology of choice. Science 2 1 1 453-458.

 TVERSKY, A. and KAHNEMAN, D. (1986). Rational choice and the
 framing of decisions. J. Business 59 S251-S278.

 VON NEUMANN, J. and MORGENSTERN, 0. (1944, 1947, 1953).
 Theory of Games and Economic Behavior. Princeton Univ.
 Press, Princeton, N.J.

 WALLSTEN, T. S. (1980). Cognitive Processes in Choice and Decision
 Behavior. Erlbaum, Hillsdale, N. J.

 WOLFOWITZ, J. (1962). Bayesian inference and axioms of consistent
 decision. Econometrica 30 470-479.

This content downloaded from 
�������������147.26.36.139 on Thu, 01 Jul 2021 22:41:13 UTC������������� 

All use subject to https://about.jstor.org/terms



 486 G. SHAFER

 Comment
 D. V. Lindley

 - 1. STATISTICS

 Maximization of expected utility (MEU) has so
 many important implications for statistics that an
 examination of one of its axiomatic foundations by as
 careful and original a scholar as Shafer is to be wel-
 comed. He is critical of the axioms and I fear that
 many statisticians sensing this will draw the conclu-
 sion that Shafer has undermined the Savage axioms
 and that therefore MEU, the likelihood principle, and
 Bayesian statistics can be forgotten. They need an
 excuse to forget and get on with their unbiased esti-
 mates, tail-area significance tests, and confidence lim-
 its. It is therefore important to notice that Shafer's
 penetrating criticisms are not carried through to pro-
 duce an alternative axiomatization, despite the hints
 to this effect at the beginning of the paper. We may
 hazard a guess that he feels that belief functions
 provide a possible substitute for MEU, but these, or
 any other system known to me, do not imply that
 currently popular methods of statistical analysis are
 sound. They are silent, for example, on the basic issue
 of the likelihood principle. In fact, he suggests that,
 where MEU is sensibly based on analogies with games
 of chance, it is sound and therefore the principle
 applies. So Bayesian statistics survives.

 A second point to be recorded before passing to the
 central issue I wish to discuss, is my complete dis-
 agreement with Shafer's third paragraph. It was
 not until the late 1950s that Savage appreciated the
 Bayesian implications of what he had done: prior to
 that he had looked upon MEU as a foundation for
 sampling-theory statistics. Surely it is wrong to say
 that "the need for subjective judgment is now widely
 understood." Very few papers in statistical journals
 incorporate subjective views, although the number is
 increasing. Again it is wrong to say that MEU is
 obstructive; it is very constructive. Workers in artifi-
 cial intelligence and expert systems are beginning
 to realize that an intelligent expert ought to think
 probabilistically.

 2. PSYCHOLOGICAL EXPERIMENTS AND
 PARADOXES

 Shafer makes much of the work of psychologists
 who have carried out experitnents showing that people

 D. V. Lindley was, until his retirement in 1977, Head
 of the Department of Statistics at University College,
 London. His mailing address is 2 Periton Lane, Mine-
 head, Somerset TA24 8AQ, England.

 do not maximize expected utility. It should be remem-
 bered that in almost all these experiments the subjects

 are students, required to assess probabilities when
 they have had no instruction in probability, or re-
 quired to make decisions in trivial situations that are
 of no real importance to them. Is it really surprising
 that they are not very good at probability assessment
 or decision making? I draw quite a different conclusion
 from Shafer's. The bad nature of the inferences made
 and actions taken suggests that MEU has an enhanced
 status; for were it to be adopted, then there might well
 be a substantial improvement in decision making in
 fields where it really matters-and we all know that
 an improvement is needed. Had the psychologists'
 subjects been good maximizers the normative theory
 would have had little to offer.

 Shafer also emphasizes the role of the paradoxes in
 MEU. He fails to point out that MEU can accommo-
 date certain types of paradoxical behavior. Let us take
 Raiffa's (Figure 1) brilliant critique of Allais' paradox
 (Table 7). The only difference between Allais' original
 choice between f ' and g' (at the left-hand edge of the
 tree in Figure 1) and Raiffa's suggested choice (after
 the white ball has been drawn) is, of course, the
 drawing of the white ball, the possible disappointment
 that it was not orange, and that $500,000 has passed
 one by. If the utility for Raiffa's choice reflects this
 disappointment then when we turn to f and g (where
 the underlined $500,000 is replaced by zero) no such
 disappointment is felt and the judgment may be dif-
 ferent. I suspect that it often happens that when a
 person's behavior appears paradoxical it is because he
 is taking into account something that you have not
 considered and he has not mentioned. (In this exam-
 ple, the disappointment.) Readers may like to consider
 whether such an effect is really relevant in Allais' case.
 I think it is not.

 3. NORMATIVE IDEAS

 The relationship between normative and empirical
 concepts is a subtle one. I would like to argue by
 historical analogy. It is an analogy that I have used
 repeatedly before but it seems useful to me, and the
 critiques of it have not substantially changed its rele-
 vance for me to MEU. We have a normative theory
 for distances on the Earth's surface called (three-
 dimensional) geometry. This is basically due to Euclid.
 For many centuries this was little used because of the
 difficulties of measuring distances. Consider, for ex-
 ample, the great error that supreme navigator Colum-

This content downloaded from 147.26.36.139 on Thu, 01 Jul 2021 22:45:18 UTC
All use subject to https://about.jstor.org/terms



 SAVAGE REVISITED 487

 bus made in the determination of longitude, leading
 him to confuse America and Asia. It was not until
 good methods of measurement allied to a sound
 method of handling them-triangulation-that
 Euclidean methods were successful. Even today there
 are discrepancies between the theory and actual meas-
 urements so that even one of the world's best trian-
 gulations reveals a slight mismatch and the distance
 between the extremities of the British Island may be
 out by a few millimetres.

 Surely we should not demand more of the appar-
 ently much more difficult task of measuring peoples'
 beliefs and values than we do of distances on the
 Earth's surface. All of us who have walked in wild
 country know how misleading distance observed by
 eye can be, and the great value of a good map. With
 subjective probability, we are today only in the posi-
 tion corresponding to measurement by eye: we have
 no maps. We should not dismiss MEU because it does
 not match with peoples' actions anymore than Euclid
 was dismissed before triangulation. Rather we should
 turn our attention to the difficult problem of meas-
 urement of probability and utility. (Psychologists
 please note.) Perhaps it cannot be done. If so, an
 alternative theory will be needed. But surely it is
 premature to do it now. There are too many cases
 where MEU works for it to be superseded at the
 moment.

 4. SMALL WORLDS

 Savage's discussion of this topic is opaque and
 Shafer's attempt to clarify the matter is most welcome
 and his omelet example is marvelous. Here is an
 alternative way that I find useful for appreciating the
 very real difficulty exposed by Shafer. Savage's dis-
 cussion is in terms of states s and consequences c; an
 act being a map from s to c. Another approach still
 uses states, which I prefer to denote by Greek letters,
 here using 0, and acts (or decisions) d. A consequence
 is then the ordered pair (d, 0). (Many other writers
 use this formulation or minor variants thereof.) A
 small world of d and 0 can be enlarged by including
 another quantity 0 in a more detailed state specifica-
 tion. So now the states, t in Shafer's notation, are
 pairs (0, 0). The decisions are unaffected and the
 tortuous representation of consequences c (or (d, 0))
 as acts mapping t to the new consequences (d, 0, 0) is
 avoided. In the omelet example 0 is the state of the

 sixth egg, taking the values good or rotten (Table 1);
 0 is the state of the five eggs that have already been
 broken, taking the values fresh or stale (Table 9). The
 two tables have the same rows (decisions) but different
 columns (states) corresponding to the added refine-
 ment of the state of the five broken eggs.

 In the (d, 6) description it is easy to see the rela-
 tionships between the small and large world probabil-

 ities and utilities:

 (4.1) p(0) = E p(0, k)

 and

 (4.2) u(d, 0) = X u(d, 0, /)P(o I 0).

 (Here, as in the example, X assumes a finite number

 of values.) The difficulty with small and large worlds
 is that the small world assessment of p(0) and u(d, 0)

 may not agree with the large world assessment of

 p(0, 0) and u(d, 0, 0) according to these formulae.
 Omelets provide an example. (In the discussion I
 follow Shafer and suppose the washing of the saucer
 or the discarding of the egg do not enter into the
 utility, so that the consequences refer only to the state
 of the omelet; zero, five, or six eggs; Nero Wolfe or
 not).

 In the small world it is tempting to say the conse-
 quences (d, 0) described by throw away/good and
 break into saucer/rotten have the same utility, since
 both result in a five-egg omelet. Now take the utilities

 u(d, 0, 0) and probabilities p(0, 0) in the large world
 of Table 10 and calculate using (4.2). We easily have

 u (throw away, good) = 16(3/4) + 8(1/4) = 14,

 and

 u (break into saucer, rotten) = 16(1/2) + 8(1/2) = 12,

 so that they are not equal. There is thus a discrepancy
 between the small and large world views. It arises
 because 0 and q are not independent, a good egg having
 higher probability (3/4) when the others are fresh than
 when they are stale (1/4). Discrepancy could have
 arisen through the large world utilities but here only
 the probability causes trouble.

 What is happening here is that consideration of a
 new feature (0, the state of the five eggs) has changed
 your perception in the original small world. This is a
 common occurrence: "Goodness, I never thought of
 that." In its most extreme form we might just consider
 the decisions, assess their expected utilities, forgetting
 0 at all. We can enlarge by introducing 0, then further
 with X, and so on until everything is included and we
 have Savage's truly large world. We presumably intro-
 duce 0 because to do so will improve our decision
 making (whatever that means). Won't q improve it
 further, and everything be better still?

 A way of handling this genuine difficulty is to sup-
 pose that there are normative probabilities P and
 utilities U, and that the probabilities p and utilities u
 discussed above are measurements, subject to error, of
 them. A calculus of assessment errors (rather like
 least squares in triangulation) can be developed relat-
 ing the lower and upper case values. Hopefully the

 introduction of 0 will reduce the errors but at the cost
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 of extra thinking. This is attractive because we have
 an MEU method of handling assessment errors in
 MEU; no new calculus is demanded.

 5. ACTS

 Shafer queries whether preferences among acts is
 really the basic idea. Many people have thought so.
 T. H. Huxley said, "The great end of life is not
 knowledge, but action." I agree with him. Action is all

 we have to go by. Why should we believe someone
 when they assert a probability of 0.8 or a utility of 12?
 But when they act, we can see them act, and ordinarily
 no doubts linger. Incidentally, this is one reason why
 I prefer the (d, 0) approach to that based on (s, c);
 decisions are primary, not derived as f (s) = c. It is a
 minor criticism of a stimulating paper that no mention
 is made of alternative axiomatizations, especially that
 of de Finetti whom Savage came to admire so much.

 Comment
 A. P. Dawid

 I welcome Professor Shafer's interesting and

 thoughtful paper, not least for the stimulus it has
 given me to rediscover Savage's fascinating book and

 to ponder more deeply the place of axiomatic princi-
 ples in statistics. I agree with much of Shafer's explicit

 criticism of Savage's work, but am not moved by his
 implied conclusion that the principle of maximizing

 expected utility needs modification.

 THE NEED FOR AXIOMS

 In his Preface to the Dover edition, Savage stated,
 "I would now supplement the line of argument center-

 ing around a system of postulates by other less formal

 approaches, each convincing in its own way, that
 converge to the general conclusion that personal (or
 subjective) probability is a good key, and the best yet
 known, to all our valid ideas about the applications of
 probability." This undogmatic, incremental approach

 to becoming a "Bayesian" describes well my own per-
 sonal progress, and nails the axiomatic approach in
 place as one plank among many that form the Baye-
 sian platform. Other arguments that have helped to
 sway me include: complete class theorems in decision
 theory; the quite distinct axiomatic approach via the
 likelihood principle (Berger and Wolpert, 1984); the
 unique success of de Finetti's concept of exchange-
 ability in explaining the behavior of relative frequen-
 cies and the meaning of statistical models (Dawid,
 1985a); the logical consequence of the Neyman-
 Pearson lemma that hypothesis tests in different ex-
 periments should use the identical indifference value
 for the likelihood ratio statistic (Pitman, 1965); the

 A. P. Dawid is Professor of Probability and Statistics
 and Head of the Department of Statistical Science,
 University College, London, Gower Street, London
 WClE 6BT, England.

 internal consistency of a Bayesian approach, in con-

 trast to the many unresolved inconsistencies of every
 other approach; the conceptual directness and sim-
 plicity of the Bayesian approach in many otherwise
 problematic cases, both highly theoretical (as in
 asymptotic inference for stochastic processes; Heyde
 and Johnstone, 1979) and more applied (as in the
 calibration problem; Brown, 1982); and the general
 success of Bayesian methodology in the many practi-
 cal situations to which it has been applied (Dawid and
 Smith, 1983).

 Above all, I have adopted the Bayesian approach
 because I find that it yields the most fruitful insights
 into almost every statistical problem I meet. This is
 not to belittle the insights that other approaches may
 throw up, although these can usually be further illu-

 minated by a Bayesian spotlight; nor would I claim
 total success in understanding, from any standpoint,
 such conundra as the role of experimental randomi-
 zation, or the principles which should underly model
 criticism (Box, 1980). I even believe (and believe I
 have proved, Dawid, 1985b) that no approach to sta-
 tistical inference, Bayesian or not, can ever be entirely
 satisfactory. I do, however, currently feel that the
 Bayesian approach is the best we have or are likely to
 have.

 The trouble with relying only on axiomatic argu-
 ments is that they stand or fall according as one finds
 their postulates intuitively acceptable or not. I will
 often have strong feelings that a particular postulate
 or principle is, or is not, intuitively obvious, or ac-
 ceptable, or inevitable; but I find that these feelings
 are not universally shared, and I generally cannot
 easily turn my gut feelings into arguments that will
 move dissenters. (They may be equally exasperated by
 my refusal to see reason.) That is why we should not
 attach too much importance to any axiomatic devel-
 opment such as Savage's, nor to Shafer's arguments
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 against the intuitive nature of Savage's postulates.
 Overall support for the Bayesian position will not be
 much affected, even if all Shafer's criticisms are con-
 sidered valid. (In fact I have always been a little

 dubious of Savage's development, the more so since
 reading Shafer's paper, and would be very wary of any
 statistician making it his sole reason for being a

 Bayesian.)

 COHERENCE ARGUMENTS

 For all this, discussions of foundations remain im-

 portant. There are a number of axiomatic arguments
 differing more or less from Savage and from each
 other, e.g., Ramsey (1926), Anscombe and Aumann
 (1963), Pratt, Raiffa, and Schlaifer (1964), and I par-
 ticularly like the exposition of this last in the book by
 Raiffa (1968). It seems to me that the most essential
 point all these have in common is what may very
 loosely be termed "coherence," the idea that there
 should be some explicit connection between the opti-
 mal courses of action in a variety of different but
 connected decision problems. By thinking about what
 he would do in a related but fictitious problem, the

 decision maker can thus find guidance for the problem
 he actually faces.

 Let me illustrate this with a real problem, faced by
 my wife and me before the birth of our first child.
 There were two decisions available: accept (a1) or
 refuse (a2) amniocentesis, a test to determine whether
 the child will be affected by Down's syndrome (mon-
 golism). To simplify (but in a practically meaningful
 way), accepting the test would lead, with known prob-
 ability p, to consequence c2, viz., a termination of
 pregnancy (either deliberate, as a result of a positive
 amniocentesis finding, or spontaneous, as an un-
 wanted direct result of intervention); and, with prob-

 ability 1 - p, to consequence C3, the normal birth of a
 normal child. Refusing would lead, with known prob-
 ability q < p, to c1, the birth of a mongol child, or,
 with probability 1 - q, to C3 again. We considered
 C1 < C2 < C3. Choice between a1 and a2 is then essen-
 tially a trade off of the preference for a1 if "things go

 wrong" as against a higher probability of things going
 wrong under a1. We had adequate reasons to take p =
 0.035, q = 0.01, but we found that these small values
 of p and q made it difficult to decide on the appropriate
 choice between a1 and a2-

 I therefore imagined the following fictitious scena-
 rio. After choosing a1 or a2, a "magic coin" will be
 tossed, with probability ir of landing heads, indepen-
 dently of the problem at hand. If it does land heads,
 nothing is changed. However, if it lands tails, whatever
 consequence would otherwise obtain is magically
 transformed to c3. It seemed acceptable to us (in fact,
 it is an instance of the "sure thing principle") that any

 preference between a1 and a2 should not be affected
 by introducing the magic coin. The possible conse-
 quences of a1 and a2 are as before, but each of p and q
 has effectively been multiplied by ir. It thus follows
 the the preference between a1 and a2 can only depend
 on the ratio p/q, viz., 3.5 for our probabilities.
 We therefore considered a hypothetical problem with
 p = 1, q = 2/7, in which a1 leads to c2 with certainty,

 and a2 to a probability of 5/7 for C3 as against 2/7 for cl.
 We found this easier to think about, and preferred

 a, in it; thereby solving our original problem (I
 am pleased to report that the ensuing consequence
 was c3).

 Of course, we could have introduced utility., Taking

 U(cI) = 0, U (c3) = 1, the above derived decision
 problem with p = 1 is exactly that required to assess

 U(cA), and our decision in it when q = 2/7 implied
 U(c2) > 5/7. In the original problem, E[U(al)] =
 1 - .035(1 - U(c2)), E[U(a2)] = .99, and so a1 is
 preferred exactly in this case that U(c2) > 5/7. However,
 it seems to me that the concept of utility, and the
 principle that its expectation should be maximized,
 are of less interest than the direct argument based on
 coherence, finding relationships between different
 problems, real and imaginary.

 The above analysis is very close in structure to that
 of Raiffa's "imaginary protocol" discussion of Allais'
 paradox. Shafer does not find the premisses underly-
 ing the steps taken by Raiffa compelling. I can only
 respond that, in our real problem, we found the anal-
 ysis enormously helpful. How would Shafer handle
 such a real life problem? I am, however, prepared to
 concede that the introduction of a magic coin as a
 "deus ex machina" is open to criticism. In particular,
 it introduces new acts (in which, for example, a spon-
 taneous abortion is followed by the birth of a healthy
 child) which are utterly unreal.

 IMAGINARY ACTS

 In Savage's treatment, and most others, we have to
 consider consequences as totally divorced from states
 of nature, so that any combination of state and con-
 sequence is conceivable, and indeed obtainable by
 some act. As Shafer points out, this often seems
 farfetched. Indeed, the state of nature obtaining will
 frequently be an important feature of the consequence
 of any imaginable concrete act. If the sixth egg is
 rotten, no concrete act can produce an edible six-egg
 omelet. I think it is a reasonable criticism of these

 approaches that such logically inconsistent acts are
 called in, and would prefer an approach which took
 states of nature and acts as basic, and considered
 consequences as determined by these. But (notwith-
 standing Chapter 12 of Fishburn, 1982), I am not
 aware of a satisfactory approach along these lines.
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 Indeed it seems to me that the very notion of coher-

 ence, if it is to have any power, requires us to consider
 nonavailable acts. Nevertheless, it is conceivable that
 an approach which avoids logically inconsistent acts,
 at least, might reproduce most of the results of stand-
 ard arguments. At any rate, I am prepared to agree
 with Shafer that the current axiomatic bases of ex-

 pected utility are not as satisfactory as might be hoped.
 As I have pointed out earlier, this in itself does not
 greatly undermine my Bayesian convictions.

 REFERENCE PROBABILITIES

 AND SMALL WORLDS

 Savage's axiomatic program differs in a crucial re-
 spect from most others I know; he deliberately avoids
 the assumption that there exist reference events with
 known probabilities. In contrast, Pratt, Raiffa, and
 Schlaifer (1964), for example, explicitly suppose that
 the world contains randomizing devices, such as rou-
 lette wheels, which the decision maker is prepared to
 take as fair. Ramsey (1926) gets by with the assump-
 tion that there exists a single "ethically neutral event
 E of probability 1/2," having the property that, for any
 two consequences c1 and c2, the decision maker is
 indifferent between the gambles "c1 if E, C2 if E" and

 "c2 if E, cl if E." "Ethically neutral" means that the
 outcome of E has no direct intrinsic relevance to
 preferences. It is further implicit that consequences
 are described in a sufficiently loose way to be consist-
 ent with either outcome, E or E, and that E can act,
 conceptually at least, as a "magic coin" in making any
 consequence immediately available. Such assumptions
 need to be made, explicitly or implicitly, in order for
 any approach using reference probabilities to work
 and be at all convincing.

 If now we admit the same "randomizing device" into
 all our worlds, large or small, it is immediate that the
 probability assigned to any event must be unique,
 being determined by reference to the standard. Con-
 sequently, such an approach cannot produce a "pseu-
 domicrocosm that is not a microcosm," and Savage's
 problem of small worlds evaporates. This suggests to
 me that Savage's bold attempt to do without reference
 probabilities was misguided, and, that, without them,
 the "personal probabilities" produced by his theory
 should not be assumed to have all the properties we
 are intuitively inclined to ascribe to that phrase-such
 as independence of the world in which they are
 constructed.

 I agree with Shafer that Savage's formal construc-
 tion of a small world is obscure and unconvincing,
 relying again on logically inconsistent acts (small
 world consequences). I found it interesting to try and
 verify that, in Shafer's example in Section 5, the small
 world (S, C) does indeed satisfy Savage's postulates.

 In doing so, I had to treat as unknown the large world
 utility x of a "six-egg ordinary omelet," omitted from
 Table 10 in the draft I received. I also needed to verify

 the utility value y for a "six-egg omelet" (cl), given as
 26 in Table 11, since Shafer's own argument points
 out the impossibility of making sense of cO (rotten,
 fresh) and c1 (rotten, stale), required for a direct eval-
 uation. Proceeding by assigning hypothetical utilities
 u1 and u2 to the above hypothetical large world con-
 sequences, and equating expected utilities in both
 worlds for the nine small world acts, I found logical
 consistency if Ps(good) = 7/13, X = 16, y = 26, and
 u1 + u2 = 48. The very fact that numerical values
 (albeit not completely determined) for u1 and u2 are
 implied by this construction further argues against the
 logic of Savage's small world argument.

 Another way of reducing a large world to a smaller
 one is to collapse the decision tree. Figure 1 gives a
 decision tree corresponding to the large world (T, D),
 with utilities (boldface type) attached to each node
 by "averaging out and folding back," in the usual way,
 from those directly assigned to the terminal nodes
 () to j by Table 10, using the conditional prob-
 abilities for paths out of a node implied by Table 10.
 If we now ignore nodes ( to 3 and regard nodes
 ( to ( as the terminal nodes, we have an induced
 tree for the small world problem in which the freshness
 of the sixth egg is not explicitly accounted for. Note
 that, as described by Savage and Shafer, nodes )
 and Q correspond to the identical small world con-
 sequence "six-egg omelet"; node 9 to "no omelet,"

 and nodes ?, ?' and ) to the identical conse-
 quence "five-egg omelet." In particular, Savage's small
 world construction insists on assigning the same util-
 ity, 13, to the distinct nodes ?, ?, and 0), in
 contrast to the different values assigned to nodes ?
 and () by the contracted decision tree. It is remark-
 able, but ultimately uninteresting, that this distortion
 can be counterbalanced, in Savage's system, by further
 distorting P (good) to 7/13.

 It was, in any case, only as a first approximation
 that we identified the consequence at ? (a five-egg
 omelet and a good egg thrown away) with that at
 (a five-egg omelet and a bad egg thrown away), and
 there seems no reason to insist that they be assigned
 the same utility. If we do regard these as distinct
 consequences, however, then Savage's small world ex-
 pands and, in particular, introduces even more logi-
 cally inconsistent acts. I do not find this behavior
 appealing, and far prefer an approach such as Ram-
 sey's, in which we "only" have to conceive of an
 ethically neutral magic coin offering us a direct choice
 between, say, being at node ? or at node ?i, with
 all the detailed history we may wish to take into
 account at each node.
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 SUMMARY

 Savage's axiom system suffers from many flaws
 which make it unsuitable as a foundation for Bayesian
 decision making. Other axiom systems avoid many of
 these flaws. However, all such systems appear to re-
 quire that one conceptualize, at least, impossible or
 magical circumstances. In conjunction with the many
 other arguments for a Bayesian position, the existence

 of these systems offers some limited further support
 for that position, and I know of no convincing argu-
 ment that undermines it.
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 Comment
 Peter C. Fishburn

 Readers of Statistical Science owe a debt of gratitude
 to Glenn Shafer for his penetrating analysis of Jimmie
 Savage's views on the foundations of choice in the
 face of uncertainty and for his exposition of a con-

 structive approach to subjective expected utility that
 is informed by research on individual choice behavior
 accumulated since the 1954 publication of The Foun-
 dations of Statistics.

 Shafer's reconsideration of Savage's key axioms in
 the light of empirical evidence, his insistence on the
 practical difficulties of formulating decision problems
 in Savage's states-consequences mode and its effect
 on independence, and his analysis of small worlds are
 welcome and cogent. I am less comfortable, however,
 with Shafer's central claim that Savage's view was not
 constructive and will suggest below why I think he
 has misunderstood Savage. To do this I will summarize
 my understanding of Shafer's constructive approach
 and then say what I think Savage intended.

 Some preliminary remarks will help to focus my
 viewpoint. As Shafer notes, it has become common to
 distinguish between descriptive (empirical, behav-
 ioral) and normative (prescriptive, recommendatory)
 interpretations of choices and decision theory. Several
 theorists, among them Bernoulli (1738) and Allais
 (1953, 1979), assert that their theories of rational
 choice accord precisely with actual behavior and hence
 they see no discord between the normative and de-
 scriptive interpretations. Others who advocate nor-
 mative theories, including Savage (1954), are more

 Peter C. Fishburn is a member of the Technical Staff,
 Mathematical Sciences Research Center, AT&T Bell
 Laboratories, 600 Mountain Avenue, Murray Hill, New
 Jersey 07974.

 modest in their behavioral claims and suggest that
 their theories are descriptively valid only to a first
 approximation. Other theories, such as the prospect

 theory of Kahneman and Tversky (1979), are proposed
 as descriptive without claim to normative status.

 A large number of empirical studies by Ward Ed-
 wards, Clyde Coombs, Duncan Luce, Sarah Lichten-
 stein and Paul Slovic, Amos Tversky and Danny
 Kahneman, Hillel Einhorn, and Ken MacCrimmon,
 among others, provide convincing evidence that pro-
 posed normative theories, including various versions
 of expected utility, are not descriptively valid. In par-
 ticular, many people exhibit systematic and persistent
 violations of transitivity and independence (cancella-
 tion, substitution, additivity) axioms along with the
 reduction or invariance principle which says that pref-
 erence or choice between acts depends only on their
 separate probability distributions over outcomes. A
 recent paper by Tversky and Kahneman (1986) argues
 persuasively that no adequate normative theory can
 be descriptively accurate and, although I take issue
 with their view of what is normative, I believe their
 conclusion is inescapable.

 During the past several years, the gulf between the
 traditional expected utility theories of von Neumann
 and Morgenstern (1944) for risky decisions and Sav-
 age (1954) for decision under uncertainty, and the
 systematic empirical violations of these theories has
 led to a family of new theories designed to accommo-
 date such violations. The new theories might be said
 to be generalized expected utility theories since they
 usually weaken one or more of the von Neumann-
 Morgenstern or Savage axioms and involve an expec-
 tation operation in their numerical representations of
 preference. In the von Neumann-Morgenstern setting,
 Machina (1982), Fishburn (1983), and Chew (1983)
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 weaken the independence axiom, and Fishburn (1982)
 weakens both independence and transitivity. In Sav-
 age's setting of decision under uncertainty with tra-
 ditional representation

 (1) f >- g f u( f(s)) dir(s) > u(g(s)) dir(s),

 where f and g are functions from the state set S into
 the consequence set, >- denotes is preferred to, and u
 and ir are utility and probability functions, respec-
 tively, Schmeidler (1984) and Gilboa (1985) weaken
 Savage's independence postulate P2 (Section 2.2) and
 replace his additive measure ir by a monotonic but not
 necessarily additive measure. This, generalization
 accommodates Ellsberg (1961) type violations of ad-
 ditivity while retaining transitivity. A different weak-
 ening (Fishburn, 1984, 1986; Fishburn and LaValle,
 1987) retains P2 and the full force of Savage's sure
 thing principle but weakens transitivity (P1) to obtain
 the generalized representation

 f > g < f(f(s), g(s)) dr(s) > 0,

 where q is skew symmetric [q(y, x) = -0(x, y)] and ir
 is the same as in Savage's representation. A similar

 representation that interprets 0 as a measure of risk-
 less preference difference coupled with a concept of
 regret is discussed by Loomes and Sugden (1982,
 1986).

 The new theories cited in the preceding paragraph
 could be regarded as a blend of the normative and
 descriptive approaches since they retain many of the
 traditional normative features while accommodating
 systematic behaviors uncovered by empirical research.
 Indeed, it is sometimes unclear whether their authors
 see them as primarily normative or primarily descrip-
 tive. I believe, however, that they tend toward the
 normative interpretation. In consequence, the mean-
 ing of what is normative appears to be changing to
 include some behaviors not covered by the traditional
 expected utility theories. Allais (1953, 1979) in fact
 has advocated an empirically oriented view of the
 normative or rational for many years. At the same
 time others, including Edwards (1985), maintain a
 normative position quite similar to Savage's.

 Shafer's constructive viewpoint follows the recent
 trend of adapting the traditional normative inter-
 pretation to empirical realities. He suggests that con-

 structive may be a more suitable descriptor than nor-
 mative in such cases. My understanding of his con-
 structive interpretation can be summarized in four
 parts.

 First, the very act of formulating a decision problem
 under uncertainty is itself a decision process that
 reflects situationally specific factors of preference,

 belief, economy, convenience, and the purposes and
 needs for decision in the first place.

 Second, probabilities that enter into subjective ex-
 pected utility calculations, or perhaps some other de-
 cision rule appropriate to the problem at hand,
 should be based on available evidence. I presume that
 this follows the spirit of Shafer (1981) and, to a lesser
 extent, Good (1950). For reasons that hinge on vague-
 ness of preference and the practical problem of sepa-
 rating belief from value, Shafer finds the preference-
 oriented willingness to bet view of personal probability
 forwarded by Ramsey (1931), de Finetti (1937), and
 Savage unsuitable.

 Third, utilities are deliberately adopted as a con-
 structive measure of value, and not derived from pref-
 erences per se. In fact, the decision problem itself is
 likely to have arisen from a situation of indecision and

 vacillation in which preferences are vague or initially
 meaningless. In Shafer's view, people do not have
 preferences, they construct preferences.

 Finally, the constructive measurement of probabil-

 ity and utility precedes the determination or compu-
 tation of preferences between decision alternatives
 according to the subjective expected utility model or
 another model. (It is not clear to me what other models
 Shafer has in mind.) Indeed, one might use several
 models and perhaps even several formulations of the
 problem to test the robustness of derived preferences
 or best alternatives. As in the dialectic method, one
 might examine the problem from different perspec-
 tives before settling on a decision that seems right.

 Aspects of Shafer's constructive approach are not
 altogether new. For example, in monetary situations
 Bernoulli proposed to measure the utility of wealth or
 return in an intensity of preference (or value) manner
 completely separate from considerations of risk or
 probability. He then combined this with probabilities
 to compute expected utilities, regarding it as obvious
 that a best alternative is one that maximizes expected
 utility. He does not talk explicitly about preferences
 between alternatives. A somewhat similar view is
 embraced by Allais, who assesses utility separately
 from probability through comparisons of preference
 differences between outcomes. Probability and utility
 are then merged in a holistic value function, but not
 by Bernoulli's expectation operation since Allais finds
 its independence implications normatively and de-
 scriptively untenable.

 To begin a sketch of my understanding of Savage's
 intentions, it should be said first that he speaks elo-
 quently for himself in The Foundations as well as in
 later work, among which I feel that Savage (1967)
 most accurately reveals his mature views. However,
 by way of commentary on Shafer's interpretations, I
 shall proceed.

 Savage presented his formulation and axioms as a

This content downloaded from 
�������������147.26.36.139 on Thu, 01 Jul 2021 22:45:25 UTC������������� 

All use subject to https://about.jstor.org/terms



 494 G. SHAFER

 normative ideal that hopefully might be approximated
 for realistic decision problems. Despite objections by
 Shafer and others, including Dreze (1961) and Jeffrey
 (1965), I believe that his separation of beliefs and
 values through states and consequences has been enor-
 mously useful in our attempt to understand decision
 under uncertainty.

 Savage invented the notion of small worlds as a way
 of approaching practical application of his normative

 theory, but I believe he was never completely com-
 fortable with his own analysis and hoped that others
 would work on the small worlds problem. It is to

 Shafer's great credit that he has tackled the problem,
 and one hopes that it will be pursued further.

 My discomfort with Shafer's interpretations can be
 focused around Savage's representation theorem. In a
 formal vein, the theorem says that if a preference
 relation on a suitably rich set of acts satisfies certain
 postulates, then there is a utility function u on con-
 sequences and a probability measure ir on events in S
 that satisfy (1) for all acts f, g, . . . in Savage's act set.
 In Section 2.3, Shafer gives the impression that Savage
 was only interested in the direction of going from
 preference between acts to utilities and probabilities,
 and while this is true in part, I think it misses impor-
 tant aspects of Savage's approach.

 In an axiomatization such as Savage's, it is custom-
 ary to treat the preference relation as an undefined
 primitive, endowed with certain extramathematical
 interpretations supplied by the author. One might, for
 example, view Savage's representation theorem as a
 means of discovering one's preferences by an approach
 not unlike that suggested by Bernoulli or Shafer that
 first measures utilities and probabilities and then ap-
 plies the expectation operation. If the preference re-
 lation is then defined from (1) it will satisfy all of
 Savage's axioms (except perhaps P6, which requires
 an infinite number of states).

 Although Savage did not advocate this reverse con-
 structive direction, it is not entirely absent from his
 thinking. To justify this claim, I will first provide a
 brief quote from The Foundations (page 20) and then
 suggest that Savage maintained two interpretations of
 preference that must be considered if his intentions
 are to be clear. The quote: "....the main use I would
 make of P1 and its successors is normative, to police
 my own decisions for consistency and, where possible,
 to make complicated decisions depend on simpler
 ones." Shafer puts emphasis on the first part of this
 statement but virtually ignores its final clause. In so
 doing he misses a constructive theme in Savage's
 approach. One way the final clause could work for
 Savage is through direct application of his sure thing
 dominance principle. More to the point of Shafer's
 claims is Savage's frequent acknowledgment of vague-
 ness or indecision in preference between complex acts,

 and I have no doubt that Savage would not hesitate
 to use his representation in the constructive direction
 to clarify such preferences if he were first satisfied
 that the necessary pieces of u and ir had been assessed
 accurately from simpler comparisons.

 The two interpretations of preference that Savage

 maintained might be called casual preference and con-
 sistent preference. Casual preferences are intuitive
 first-impression judgments of the type described by

 Savage (1954, page 103, lines 1-4) for his initial reac-
 tions to an example from Allais (1953). On the other
 hand, consistent preferences are simply preferences

 that obey Savage's postulates. Since consistent pref-
 erences are the norm for Savage, he uses the term
 error in describing casual preferences that are incon-
 sistent. Moreover, he recognized that casual prefer-
 ences (including no casual preference by indecision)
 are often inconsistent and, as in the quote above,
 would use his theory to weed out inconsistencies.
 (Savage, 1967, is helpful on this point.)

 It seems to me that this use of his theory has a
 constructive edge even if it differs from Shafer's use
 of the term. One begins with rather ill-defined pref-
 erences, and, by refinement and clarification based on
 the postulates as guidelines, attempts to arrive at a
 set of consistent preferences. If that ideal is in fact
 attained, u and ir follow as in Savage's representation
 theorem. But even if it is not, aspects of u and ir might
 be assessed that will help to discover consistent pref-
 erences for more complex comparisons.

 Finally, one might note that the separation between
 beliefs and values that Savage attained as an ideal
 through his postulates for consistent preferences is
 achieved by Shafer through his constructive approach
 in the separate assessment of probabilities and utili-
 ties. If preferences between acts in Shafer's approach
 are then constructed (defined) from the subjective
 expected utility representation, one arrives at consist-
 ent Savage preferences.

 It is a pleasure to thank the executive editor for this
 opportunity to comment on "Savage Revisited" and
 to express my gratitude to Glenn Shafer for his stim-
 ulating analysis.

 ADDITIONAL REFERENCES

 ALLAIS, M. (1953). Le comportement de l'homme rationnel devant

 le risque: critique des postulats et axioms de l'ecole am6ricaine.

 Econometrica 21 503-546.

 BERNOULLI, D. (1738). Specimen theoriae novae de mensura sortis.

 Commen. Acad. Sci. Imper. Petropolitanae 5 175-192. English

 translation by L. Sommer (1954). Econometrica 22 23-36.

 CHEW, S. H. (1983). A generalization of the quasilinear mean with

 applications to the measurement of income inequality and

 decision theory resolving the Allais paradox. Econometrica 51

 1065-1092.

 DE FINETTI, B. (1937). Le prevision: ses lois logiques, ses sources

 subjectives. Ann. Inst. Henri Poincare 7 1-68. English trans-
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 each judgment as if it were a "policy" one that allows
 such decomposition to work as a technique, and policy
 judgments necessarily require sensitivity to an abstract
 world from which many of the specifics of particular
 problems are omitted-i.e., a "small" world. (That's the
 whole basis of expert systems as well.)

 Paradoxically, however, much of Shafer's paper in-
 volves an attack on the possibility of making just such
 policy judgments. In Section 1.5 he maintains, "The
 man does not really have a true preference, and he is
 looking to various arguments (including those pre-
 sented by the salesmen) in an effort to construct one."
 In Section 3.2 he writes, "But if we face only a single
 isolated choice between candidate A and candidate B,
 then it may be a waste of time to search for a rule
 that would- seem fair in a wider context." Later, "But,
 'the reader may insist, doesn't it bother you that you
 are using a rule that produces intransitivities when it
 is more widely applied?' I must respond that I have
 enough to worry about as I try to find adequate evi-
 dence or good arguments for my particular problem.
 If I allow myself to be bothered whenever my evidence
 is inadequate for the solution of a wider problem, then
 I will always be very bothered."

 2. If in fact I am not "bothered" by searching for
 rules adequate to solutions to wider problems, then
 choices involving millions of dollars and selections of
 vaccines (or even of eggs for omelettes-which I don't
 cook) are of no consequence to me. It is only because
 I am bothered by a search for a consistency subsuming
 individual choices that I am willing to agonize over

 choices I will never make. Even if we are to interpret
 Shafer's remarks in Section 3.2 as being relevant only
 to the problem of transitivity, my willingness to con-
 sider hypothetical choices implies a commitment to
 some type of orderinrg, even if it's one that interacts
 (again in a coherent manner) with context in a manner
 that results in intransitivity when context is not con-
 sidered. I am bothered. I search. Shafer must either
 show me that I am deluded or that my search is fraught
 with contradictions, despite the empirical finding that
 policy judgments provide better choices (when my
 choice is meant to be predictive) than do decisions
 considered in isolation.

 3. Shafer paraphrases Savage as "repeatedly" say-
 ing that "the way to use his theory is to search for
 inconsistencies in one's preferences and then revise
 these preferences to eliminate these inconsistencies"
 (Section 3.3). Without accepting Savage's particular
 axioms, I agree that this search underlies the whole
 enterprise. The point is that there are multiple
 "me's"-particularly at different points in time. There
 is, for example, the "me" that makes a contradictory
 choice to what I believe to be the "same" question
 framed differently, and there is the "me" that believes
 I do not wish to make contradictory choices. That

 leads to conflict. But it is no different in quality from
 the conflict between the me that believes that the
 length of lines does not change as a result of the
 context in which they are embedded and the me that
 perceives the Muller-Lyer illusion. There is also the
 me that is incapable of distinguishing between a 50-g
 weight and a 51-g one, between a 51-g one and 52-g
 one, and so on, and the me that knows damn well that
 I can't allow such indifference to be transitive to the
 point of 2000 pounds. In all these instances, I opt for
 general principle. Consequently, I measure length in
 inches, weight in grams or pounds, and purposely frame
 every problem in all ways I can devise so that my
 choice will not be affected by frame. At least I try
 (even though constructing a method yielding complete
 ranking of weight that allows me to distinguish be-
 tween 51 and 52 g may not be "the best way for a
 person to spend his or her time"-Section 3.2, italics
 added). I might not always succeed (particularly in
 framing problems), but the very attempt itself indi-
 cates a commitment to consistency that supersedes
 my isolated judgment.

 There is no compelling reason why a "decision"
 elicited as an immediate response should be the same
 as one after further consideration. Nor is there any
 reason why all conflicts must be satisfactorily re-
 solved. Indeed, Slovic and Tversky have demonstrated
 that the arguments of Savage and Allais are not sat-
 isfactory to resolve them. (But having tried for years
 to teach statistics to Oregon students, I am not con-
 vinced that many subjects understood these argu-
 ments.) Shafer's argument at a descriptive level hinges
 on what it is the chooser is willing to "give up" if
 "pushed to the wall": the individual choice, the axiom,
 or even the law of contradiction? The examples
 he uses don't do that. They are entirely hypothetical,
 and they simply involve a conflict between iso-
 lated choices.

 The conclusion Shafer appears to reach could only
 be established by studying real choice situations and
 demonstrating lack of choice consistency in these, or
 between these and choices in hypothetical situations,
 and showing moreover that these contradictions are
 acceptable to people actually making decisions, or that
 they do not detract from the broad goals of the decision
 maker. That approach is entirely different from the
 approach of presenting highly hypothesized problems
 of the author Shafer criticizes or of Shafer himself. It
 requires empirical research that is very difficult to
 plan and execute.

 4. Of course, our policy decisions need not be ad-
 herence to Savage's axioms. (In fact, I seriously ques-
 tion postulate 2, because I have variance and skewness
 preferences over outcomes, and making a probability
 mixture of gambles with the same third gamble does
 not leave these characteristics invariant; moreover,
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 transitivity of indifference due to nondiscriminable
 differences must be modified, as it has been by many
 authors.) The problem is, however, that the types of
 "contradictions" Shafer presents could be used to at-
 tack any consistency principles. Moreover, his general
 arguments about the difficulty of constructing alter-
 natives do as well. Certainly, I prefer a right shoe plus
 $1 to a left shoe if I don't possess the right shoe of the
 pair, and certainly I prefer the left shoe if I do (to use
 a simpler example similar to Shafer's flour and butter
 one) if I like the pair of shoes to the extent I would
 sometimes wear them if I had the opportunity, etc.
 There is no prior way to determine how the decision
 maker will characterize alternatives, as opposed to
 some other way involving Nero Wolfe, or a way that
 divides some alternatives into multiple ones, etc. But
 then again, there is no prior way (knowing nothing
 about the situation or the experiment) of determining
 exactly what will be categorized as an "outcome" in a
 probabilistic experiment, and (as Savage points out)
 that does not inhibit us from making probabilistic
 calculations.1 A meaningful alternative is a pair of
 shoes, or it might not be under certain circumstances
 (e.g., I don't like them). That the construction of such
 alternatives cannot be accomplished by a set of simple
 rules independent of the decision maker is a poor basis
 for giving up the idea that people consider alternatives
 and outcomes. Of course, the psychology of how people
 go about constructing alternatives and outcomes (just
 as that of how people perceive objects on the basis of
 retinal activation) is fascinating, but it is a different
 matter.

 5. I would like to end by returning to the problem
 of the multiple "me's" making the decision. In his first

 discussion of the omelette (Section 2.1), Shafer asks:
 "If the man dislikes throwing eggs away without know-
 ing they are rotten, and if he claims -the dislike at-
 taches to the act in itself, not just the misfortune that
 results if the eggs are not rotten, do we have reason
 to fault him?" The simplest interpretation for such a
 dislike is that the man does not wish to abandon sunk
 costs (e.g., of the egg). A plausible reason for honoring
 sunk costs is that he does not understand their nature.
 Once that nature is explained to the man, will he still
 dislike the act of throwing an egg away?

 A proscriptive decision analyst who ascribes utility
 to honoring sunk costs as if each act of a client equally
 well represented what the client "desired" would sim-
 ply be out of work. But the "waste not" desire not to
 throw away an egg that is unneeded and possibly
 deleterious to an omelette may be based on other
 desires the man has (e.g., to use money rationally),
 and the decision analyst becomes in part "therapist"
 by helping the man subordinate his less important
 desires to his more important ones with which these
 conflict. (The decision analyst shows that rational use
 of money does not entail honoring sunk costs; the
 psychoanalyst shows Dora how to satisfy her uncon-
 scious needs without having coughing fits.) My inter-
 pretation is that such therapy is exactly what Savage
 is attempting to accomplish when he proposes that
 individual choices should correspond to his normative
 "axioms" and be modified if they don't. This norma-
 tive idea is based on the descriptive hypotheses that
 peoples' desires will change when choice is viewed in
 broad contexts, and Savage proposes that they will
 change to be compatible with his axioms. Again,
 Shafer is correct that "ought" implies "is," but his
 arguments refute neither the general descriptive prop-
 osition nor the specific one. Whether Savage's is the
 best possible therapy is another matter. Shafer does
 not propose an alternative.

 1 "We usually couch probability problems in terms of the Kolmo-
 gorov theory and in particular in terms of atomic, or unsubdividable,
 events; these are the points of the probability space. But in practice,
 any event can be further subdivided by flipping still another coin.
 Yet we feel, and find, that there is no harm in this ambiguity" (from
 paragraph 7 of a letter from L. J. Savage to Robert Aumann dated
 January 27, 1971). Reproduced in Dreze, J. H. (1985). Decision
 theory with moral hazard and state-dependent preferences. Core
 Discussion Paper 8545, Center for Operations Research and Econ-
 ometrics, Universite Catholique de Louvain.

 ADDITIONAL REFERENCES

 DAWES, R. M. (1979). The robust beauty of improper linear models
 in decision making. Amer. Psychologist 34 571-582.

 DAWES, R. M. (1986). Forecasting one's own preference. Internat.
 J. Forecasting 2 5-14.
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 Comment
 John W. Pratt

 Distressingly much of this paper strikes me as a
 regressive exercise in overliteral misreading and straw
 battle. Its main positive message was being advanced
 by Howard Raiffa and Robert Schlaifer when I joined
 forces with them 25 years ago, and our joint paper of
 1964 said:

 ... we consider the problem faced by a person
 who on most occasions makes decisions intui-
 tively and more or less inconsistently, like all
 other mortals, but who on some one, particular
 occasion wishes to make some one, particular
 decision in a reasoned, deliberate manner....
 [We have] avoided any reference to the behavior
 of idealized decision makers all of whose acts are
 perfectly self-consistent; instead, we have taken
 a strictly "constructive" approach to the problem
 of analyzing a single problem of decision under
 uncertainty, hoping thereby to dispel such appar-
 ently common misconceptions as that a utility
 function and a system of judgmental probabilities
 necessarily exist without conscious effort, or that
 they can be discovered only by learning how the
 decision maker would make a very large number
 of decisions.

 We viewed others' work and its relation with ours
 quite differently from Shafer, however, titling our
 paper "An Elementary Exposition" and saying,

 . . . the sophisticated reader will find nothing here
 that he does not already know. We hope, however,
 that the paper will help some readers to a better
 understanding of the foundations of the so-called
 "Bayesian" position.
 In contrast, I consider Shafer's tone and connota-

 tions highly misleading, especially his claims to refu-
 tation and radical revision, but your effort would be
 ill spent in reading a detailed disquisition thereon.
 Better to reread Savage with your own eyes and mind
 open, not through Shafer's filter or a second filter of
 mine. To suggest my disagreement, a set of statements
 contrary to what Shafer implies and a few general
 conclusions should suffice.

 1. No sensible person ever really thought that prob-
 ability and utility assessments preexist in anyone's
 mind, or that probabilities of all events could or should
 be assessed directly and then checked for consistency,
 or that they would be naturally consistent. Anyway,
 that horse is long dead.

 John W. Pratt is Professor, Graduate School of Busi-
 ness Administration, Soldiers Field, Harvard Univer-
 sity, Boston, Massachusetts 02163.

 2. Hypothetical acts facilitate deciding sometimes
 and theorizing always. But if you can reach a Bayesian
 decision without considering hypothetical acts, or
 ranking all real acts, it is obviously a good idea, and
 legitimate by anyone's rules, to do so.

 3. If your procedures or decisions or feelings are
 intransitive or otherwise discordant with subjective
 expected utility, they are incoherent, "irrational," or
 whatever you want to call it, and trying to justify them
 as coherent or find other rationalities is a waste of
 time.

 4. The point of defining probability and utility in
 terms of hypothetical bets is to give them an unmis-
 takable, concrete or operational meaning, but you may
 assess them however you like.

 5. When your concern is scientific inference, as
 Savage's mainly was, the processes, psychological dif-
 ficulties, and precise results of subjective assessment

 are of relatively little interest. If the posterior distri-
 bution is sensitive to the choice of prior, you need
 more data, not alternative modes of inference.

 6. Defining consequences as everything you care
 about-disentangling values from beliefs-is essential
 not only to the meaning and acceptability of the

 axioms, but also to any kind of clear thinking or
 communication about decision making under uncer-
 tainty. Reasonable people may prefer different deci-
 sions in the "same" situation because they value even
 deterministic consequences differently, because they
 hold different beliefs about the uncertain world, or
 both. Entangling these sources of difference only con-
 fuses matters. Criteria that attempt to do without
 beliefs (such as .05, minimax, or their relatives) have
 failed as normative rules, whatever their ad hoc or
 other virtues. Any model with state-dependent con-
 sequences can be simply transformed into an equiva-
 lent one having state-independent consequences with
 no increase in complexity and, if the Bayesian axioms
 are in doubt, great increase in clarity.

 7. In Allais' problem, it is indeed possible that your
 regret at receiving 0 instead of $500,000 is greater if
 you could have guaranteed yourself $500,000 than if
 not. Then 0 is an inadequate definition of the conse-
 quence: regret also needs to be incorporated (Bell,
 1982), even though some hypothetical acts will then
 be hard to imagine. Similar comments apply if the
 objectivity of your chance at a prize affects your
 pleasure in winning or pain at losing, as in Ellsberg's
 example.

 8. Regarding the sure thing principle (or independ-
 ence postulate, substitution principle, or mixing
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 argument), methinks so much protest-here and
 elsewhere-signifies the futility of the search for a
 weak link in the Bayesian argument. A theory which

 does not expect a coherent decision maker to stick to
 a strategy chosen in advance will certainly be unat-
 tractive for everyday normative use, if not chaotic.
 Defining consequences inadequately clouds the argu-
 ment but does not refute it.

 9. Savage (Foundations, Section 5.5) explicitly rec-
 ognized that a small-world consequence depends on
 grand-world decisions, probabilities, and more funda-
 mental consequences.

 10. On one strictly peripheral point I disagree with
 both Savage and Shafer: people are regularly taken in
 by pseudomicrocosms that focus on one risk when
 others, even negatively correlated ones, are present
 but unmentioned. For example, to someone negotiat-
 ing for the right to use a patented production process,
 a fixed payment may seem less risky than royalties,
 but the picture reverses when profits are looked at,
 because higher sales accompany higher royalties.

 CONCLUSIONS

 Talking about the behavior of a mythical ideally
 consistent person may still be the best way to convince
 people-and many still need convincing-that sub-
 jected expected utility is uniquely normative. Resist-
 ing this idea plays only a regressive role, and obstructs
 a sound understanding and appraisal of alternative
 tools. The Bayesian view helps one to distinguish
 what's important, trivial, ad hoc, fundamental, non-

 sensical, misleading, irrelevant, or misguided in
 areas of statistics from sequential stopping to ridge
 regression to hypothesis testing to unbiased or
 parameterization-invariant estimation. In problems of

 decision and inference under uncertainty, other argu-
 ments may sometimes be simpler and good enough,
 but they are never more cogent.

 No new rationality has found widespread accept-
 ance since Savage, nor should have. It is no revision
 of rationality to adopt short cuts, approximations, or
 even deliberate irrationality according to taste and
 circumstances, or to recognize that the main concerns
 often lie elsewhere. Other routes to Bayesian ratio-
 nality may have advantages, but once it is accepted,
 even with amendments, the jig is up and the rest is
 tactics (or strictly for philosophical specialists).

 Read literally, Shafer does not contradict most of
 my numbered remarks. But if he accepts them, and
 accepts that they are far from novel, what does all his
 sound and fury signify? If he does not, we live in
 different worlds.

 I am sorry to sound so nasty. For some reason,
 statisticians who work in the foundations of the field
 often seem nicer in person than in writing. Shafer
 does, and I hope I do too.

 ADDITIONAL REFERENCES

 BELL, D. E. (1982). Regret in decision making under uncertainty.
 Oper. Res. 30 961-981.

 PRATT, J. W., RAIFFA, H. and SCHLAIFER, R. (1964). The founda-
 tions of decision under uncertainty: An elementary exposition.
 J. Amer. Statist. Assoc. 59 353-375.

 Rejoinder
 Glenn Shafer

 The main thesis of my article was that Savage did
 not establish the unique normativeness of subjective
 expected utility. It appears that three of the commen-
 tators, Robin Dawes, Phil Dawid, and Peter Fishburn,
 agree, while two, Dennis Lindley and John Pratt,
 disagree. In my rejoinder, I will concentrate on this
 central issue of normativeness. I will also respond,
 briefly, to the question about alternatives to subjective
 expected utility.

 Fishburn gently notes that aspects of my construc-

 tive viewpoint are not altogether new. He adds that
 the idea of using subjective expected utility construc-
 tively was not altogether absent from Savage's own
 thinking. The points could be put more strongly. My
 viewpoint has, I hope, all the triteness of common
 sense. Common sense and historical perspective also
 tell us that Savage, like everyone else, expected to use

 subjective expected utility in the constructive direc-
 tion, from probabilities and utilities to preferences
 between acts.

 One aspect of my constructive viewpoint is the idea
 that one deliberately compares a problem to a scale of
 canonical examples involving chance. This aspect is
 scarcely new. It can be found in Bertrand (1907, page
 26) and in Ramsey (1931, page 256). Pratt, Raiffa, and
 Schlaifer (1964) very effectively incorporated it into
 their alternative axiomatization of subjective expected
 utility.

 I did not venture, in my article, to survey the many
 alternative axiomatizations of subjective expected
 utility that have followed Savage's. Had I done so, I
 would have had an opportunity to agree with the
 widespread opinion that Pratt, Raiffa, and Schlaifer's
 is the most attractive of these. Making explicit the
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 comparison with games of chance (or with reference
 probabilities) is clearly the right thing to do. As Dawid
 points out, the worst absurdities involved in Savage's
 version of the problem of small worlds are a result of

 his trying to avoid this explicit comparison.
 At the risk of being tendentious, I would like to

 underline a point Pratt seems to ignore. When we give
 up the attempt to avoid reference probabilities, we do
 weaken the plausibility of the argument for norma-
 tiveness. Savage avoided reference probabilities be-
 cause he wanted to avoid the issue of adequacy of
 evidence. He wanted to avoid the traditional objection
 that evidence for probabilities may be inadequate or
 altogether missing. So he tried to make all his com-
 parisons look like comparisons of value. When we ask
 people to compare their evidence to knowledge of
 chances, we bring the traditional objection back in the
 form of the retort that there is no evidence to compare.

 Pratt's attitude is only partially constructive. A fully
 constructive attitude involves the admission, already
 made by Bertrand, that the comparison to games of
 chance may be infeasible or undesirable. It may be
 infeasible because we lack the evidence needed to
 make our knowledge comparable to knowledge of
 chances. It may be undesirable because the commit-
 ments of value we want to make do not take the form
 of the needed utilities.

 COHERENCE AND SMALL WORLDS

 Robin Dawes, Phil Dawid, and Dennis Lindley em-
 phasize the virtues of coherence. We can often learn
 more about our own values, or create more satisfying
 values, if we consider a variety of situations and adopt
 preferences that are consistent across these situations.
 This message is valid and important. But are there
 limits? Is more coherence always better? Is it always
 useful to reach for more coherence, or does the reach
 become counterproductive when it goes beyond our
 evidence or our capacity for value?

 Common sense tells us that there are limits, but it
 is difficult to incorporate this common sense into the
 normative viewpoint. As soon as we admit that the
 usefulness of a particular comparison depends on our
 evidence and our commitments, the assertion that it
 is normative to make the comparison becomes mean-
 ingless. This is the problem of small worlds that
 remains even after we give up Savage's avoidance of
 reference probabilities.

 Lindley struggles manfully with the problem, but
 the only solution he can find is to posit "normative"
 probabilities and utilities and to suppose that our
 actual assessments are measurements with error of

 these normative quantities. What are these normative
 quantities? Hidden properties of the person and his
 evidence? The normative doctrine takes refuge again
 in fable.

 Dawes has read far too much into my article. Nei-
 ther I nor Wolfowitz would deny the value of thinking
 in terms of policy. We would deny only that more
 comprehensive policies are always better. I very much
 agree with Dawes that the choice of a broader context
 in which to embed a problem should depend on em-

 pirical facts about people and about their evidence.

 ALTERNATIVES

 What alternatives to subjective expected utility does
 a constructive framework permit? There are many. I
 would include Wald's decision theory and the allied
 frequentist methods of inference among them. The
 more sterile aspects of the Bayesian versus frequentist
 controversy might be dispelled if we recognized that
 so-called frequentist methods also involve subjective
 comparisons to canonical examples.

 I am also interested, as Lindley suspects, in a deci-
 sion theory based on belief functions (Shafer, 1976).
 Such a decision theory would generalize subjective
 expected utility. A belief function is more general than
 a probability measure; it attaches basic probability
 masses to subsets (called focal elements) rather than
 to points. We can similarly generalize a utility func-
 tion by attaching numerical utilities to sets (called
 goals) rather than to points. If the belief function
 represents our evidence about the result of an act,
 then we can calculate a generalized expected utility
 for the act by summing the products of those proba-
 bility/utility pairs for which the focal element falls
 inside the goal, indicating evidence that the goal will
 be achieved. We can also calculate a generalized
 disutility by summing the products for which the focal
 element falls outside the goal, indicating evidence that
 the goal will not be achieved. In symbols, the gener-
 alized expected utility is

 E {m(A)v(B) IA C B},

 and the generalized expected disutility is

 i {m(A)v(B) IA C BC%,

 where the m(A) are the probability masses (non-
 negative numbers adding to one; m(A) is zero unless
 A is a focal element), and the v (B) are the utilities
 (non-negative numbers; v (B) is zero unless B is a
 goal).

 One act will dominate another if its generalized
 expected utility is greater and its generalized expected
 disutility is less. This is only a partial ordering. We
 will have to say of some pairs of acts that our utilities
 and our evidence are insufficient to determine a
 choice.

 Both frequentist methods and belief-function deci-
 sion theory differ from subjective expected utility by
 failing to make some comparisons. In general, they
 give only a partial ordering of acts. They combine
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 limited commitments of value with probability judg-

 ments based on limited evidence, and consequently
 they draw only limited conclusions.

 Advocates of the unique normativeness of subjective
 expected utility consider this failure to totally order
 acts an inexcusable fault; but, if we take a constructive
 viewpoint, then the problem of small worlds shows us
 that an ordering by subjective expected utility is not
 necessarily more complete. A subjective expected util-
 ity analysis does not determine preferences among all
 acts-it only determines preferences among acts at a
 given level of description. An analysis using an alter-
 native decision theory may consider deeper levels of
 description instead of ironing out a complete ranking
 of acts at a given level; but, it is hard to see why this
 is bad. It is hard to see any justification for always

 insisting on a breadth first study of a problem.

 CONCLUSION

 In conclusion, I would like to express my apprecia-
 tion of the thoughtfulness and depth of the comments.

 When an apostate inflicts a critique of scripture on
 the faithful, he can expect two reactions. Some will
 defend every implausibility and contradiction he has
 criticized. Others will scold him for being so rude and
 obtuse, assuring him that no one nowadays takes the
 passages literally. There are elements of both these
 reactions in the comments, but there is also genuine
 life and thought. Savage's work is not yet dead
 scripture.
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